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Abstract

Language is a system of words used as symbols to convey ideas, while dialogue is a natural and effective method

for users to interact with and access information from other humans or machines. In recent years, substantial

improvements in speech recognition performance have enticed the research community to build natural con-

versational interfaces in the form of a Spoken Dialogue System (SDS). This work is concerned broadly with

designing a complete spoken dialogue system in an Indic language scenario, i.e. Hindi. No significant work

has been done earlier to promote the research and development of a Hindi spoken dialogue system. Hence,

it becomes critical for the thesis to address the issues and challenges unveiled for the Hindi language through

introducing new datasets, methods and measures to build and evaluate all the integral modules of the Hindi

SDS.

A typical SDS structure is based upon a modular pipeline design connecting five principal components in

a specific order: Automatic Speech Recognition (ASR), Spoken Language Understanding (SLU) and/or Dia-

logue State Tracking (DST), DialogueManagement (DM), Natural Language Dialogue Generation (NLDG) and

Text-To-Speech (TTS) synthesiser. The work presented in this thesis demonstrates how these components are

developed individually and integrated to develop a real-world spoken dialogue system in Hindi.

As the Hindi text contains lots of lexical/morphological ambiguities, therefore, it becomes a key challenge

for SLU/DST and NLDG models to appropriately detect the Dialogue-Act (DA), understand the utterances and

generate natural responses. Hindi is very rich in inflectional morphology. There is usually a limit of 8-9 inflected

word forms of nouns in English, but in Hindi, it is more than 40. The way a language is spoken and written gets

changed from place to place. It leads to the introduction of variations where the meaning of a sentence is the

same, but the way to express it gets changed.

Other language-related challenges that a Hindi SDS have to deal with are code-mixing, hidden information,

echo-words, etc. Code-mixing is the mixing of more languages in the conversation. There are many cases in the

corpus where the user had expressed some words from English during the conversation. (Example: “मुझे कम रेंज

वाले रसे्तरां क तलाश ह।ै” (I am looking for low (cost) range restaurants.)). Here the word “रेंज” (range) is an English

word that gives an indication of the cost. Therefore, in the belief state tracking, the word “कम” (less) needs to

be associated with costing after the resolution of the codemix. Hidden-Information is prevalent in conversation
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in that the people do not convey each and everything they need; instead, they give an indication that makes it

more interesting.

The thesis starts with a discussion on language understanding and its challenges concerning the Hindi

language. This module aims to translate user input into an accurate representation of the user goal in the form

of DAs, which helps in keeping track of the dialogue state. A dialogue state is a Markovian representation that

denotes a full representation of the information received from the user at a point in time. This module has to

deal with certain challenges, i.e. modelling of linguistic variation, speech recognition errors and the influence

of dialogue contexts. In order to understand the research questions that underlie the SLU and DST module in

the perspective of Indic languages (Hindi), we collect a dialogue corpus: Hindi Dialogue Restaurant Search

(HDRS) corpus and compare various state-of-the-art SLU and DST models on it. Conceptualisation of SLU

and DST as a single module, the DST models based on traditional embeddings, i.e. Word2Vec, GloVe and

FastText based as well as recent BERT-based embeddings are explored to show how they are able to deal with

challenges of Hindi language, i.e. morphological/lexical ambiguities, code-mix words, echo words and hidden

information which exist in the utterances.

TheDialogueManagement (DM) infer the current dialogue state to take the appropriate action. The dialogue

manager is often modelled as a Reinforcement Learning (RL) task, enabling the system to learn to act optimally

by maximising a reward function for goal-oriented applications. Describing the limitations of traditional meth-

ods of policy learning, i.e. value-based and policy-based methods such as low sample-efficiency, high variance

and often converge to local optima, the thesis investigates sample-efficient deep-learning RL methods, which

resolve the issues by applying actor-critic algorithms with experience replay mechanism.

The Natural Language Dialogue Generation (NLDG) is a critical component as it significantly impacts the

usability and perceived quality of a spoken dialogue system. Rule-based (or template-based) NLDG systems

are widely utilised due to their simplicity, robustness and high accuracy in limited domains. However, the rep-

etition of identical responses makes the dialogue tedious and bored for most real-world users. Moreover, such

systems also suffer from scalability issues to large domains. To investigate data-drivenmethods of Hindi NLDG,

the thesis presents a natively collected dataset of unstructured input-output pair of dialogue-act (system’s) and

corresponding natural response. Later, the Recurrent Neural Network Language Generation (RNNLG) frame-

work based models, along with their analysis of how they extract intended meaning in terms of content planning

(modelling semantic input) and surface realisation (final sentence generation) are experimented on the proposed

unaligned Hindi dataset.

For speech synthesisers as a last component in the dialogue pipeline, we not only train several TTS sys-

tems but also propose a quality assessment framework to evaluate them. The TTS models, i.e. Unit selection

speech synthesis (USS), Hidden Markov Model speech synthesis (HMM), Clustergen speech synthesis (CLU)
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and Deep Neural Network-based speech synthesis (DNN), are considered to obtain the synthesised speech on

two publicly available Hindi speech datasets, i.e. CMU-Indic Database, IITM Indic-TTS Database. Describ-

ing the limitations of conventional subjective and objective evaluation measures, a novel method of quality

assessment, a Learning-Based Objective Evaluation (LBOE), is proposed, which utilises a set of selected low-

level-descriptors (LLD) based features to analyse the speech-quality of TTS models.

Overall, the work presented in this thesis, in the form of presented corpora and proposed methods, makes

steps towards building more flexible real-world spoken dialogue systems in Indic languages.

Keywords: Spoken dialogue systems, dialogue corpus in Indic languages, dialogue management, dialogue state

tracking, natural language dialogue generation, text-to-speech, data-driven models.
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Chapter 1

Introduction

Since the computing systems came into existence, the idea of talking to machines has enticed the entire world

and inspired, keep motivated generations of researchers. According to the Oxford dictionary, a dialogue is “a

conversation between two or more people”. The same dictionary defines a computer as “an electronic device

which is capable of receiving information (data) in a particular form” and able “to produce a result in the form of

information or signals”. The question arises, is dialogue only restricted to humans, as mentioned in the Oxford

dictionary, or can it be considered as an exchange of information as human-like communication, for example,

via speech where computers can also take part one day? This thesis focusses on developing techniques in order

to build such computer systems in Indic language that can hold a conversation using natural language just like

humans do among themselves.

A Spoken Dialogue System (SDS) is a computer system that can maintain an intelligent conversation with

a human via speech in real-time [2]. Developing such systems has been a longstanding goal of artificial intelli-

gence (AI). In this thesis, the emphasis is placed on developing a real-world spoken dialogue system in an Indic

language, i.e. Hindi, which can establish a conversational with some practical use on a large enough domain.

Furthermore, the thesis not only addresses the issues of scaling these systems to large domains but also resolves

language-related challenges as this is the first attempt to build a “Hindi spoken dialogue system”.

An autonomous system capable of holding a conversation with a human has numerous applications and

implications. They vary to a vast range from deep philosophical aspects such as exploring the nature of con-

sciousness and self-awareness to more objective aspects such as large-scale automation of menial labour in call

centres, technical support and many other industries. For many human-computer interactions, communication

through natural language presents an ideal interface as it is fully expressive and requires no user training.

The Turing Test (1950) is established as one of themost influential criteria formachine intelligence that mea-

sures the autonomous dialogue agent’s ability tomasquerade as a human being [3]. In 1966, JosephWeizenbaum

designed ELIZA as an attempt to pass the Turing test [4]. It was a template-based dialogue agent designed to
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talk to users about their personal problems. Based on person-centred psychotherapy, ELIZA aimed to provide

an empathic environment for the patient to explore the answers to their problems through introspection rather

than by offering expert advice:

ELIZA : आप कैसे हैं? मुझे अपनी समस्या बताएं!

USER : मैं िफलहाल थोड़ा परशेान हँू।

ELIZA : क्या आप अक्सर ऐसे परशेान रहते हैं?

USER : कभी-कभी

ELIZA : और बताइये।

USER : मुझे अपने दोस्तों से परशेानी ह।ै

ELIZA : क्या आप अच्छे दोस्त हैं?
This example is taken from our Hindi implementation1 of ELIZA.

By designing ELIZA, Weizenbaum tried to show how superficial human-machine communication would be - it

is made up of less than 200 lines of code. But he was astonished by the number of persons who convinced and

felt human-like emotions in talking with ELIZA; even his assistant spent hours talking to the agent, revealing

her most intimate problems. In fact, they believed that there was a human psychotherapist on the other side of

the interface, despite knowing that the ELIZA is nothing but a sequence of meticulously written template rules

that made it a good impulsive listener.

With the onset of the Fourth Industrial Revolution2 and adoption of new technologies such as smartphones,

homes, and others, conversational agents, e.g., Apple’s Siri, Microsoft’s Cortana and Amazon’s Alexa, are

permeating into every aspect of human life and allow users to achieve a plethora of tasks using their voice,

e.g. playing music or movies, scheduling meetings, switching on/off room’s light, and many others. However,

most of these agents only focus on textual (or voice) modality, performing simple tasks and answering factual

questions [5].

Research [6] has shown that inmany rural areas of developing countries, i.e. India, more people regularly use

mobile phones than can read or write. Availability of automated systems provides the facility to access useful

information such as weather and agriculture reports. For some time, people were significantly interested in

building an open-domain dialogue system that can handle arbitrary conversations. Ideally, such a system would

understand and respond in the same way as a human might do but has encyclopaedic knowledge. However,

building such a system has proved challenging [7], and the current state-of-the-art is still very far away.
1Hindi-ELIZA: https://github.com/skmalviya/ELIZA-AndroidApp
2According to Klaus Schwab of theWorld Economic Forum: “This Fourth Industrial Revolution is, however, fundamentally different.

It is characterised by a range of new technologies that are fusing the physical, digital and biological worlds, impacting all disciplines,
economies and industries, and even challenging ideas about what it means to be human.”

https://github.com/skmalviya/ELIZA-AndroidApp
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As it became clear that building open-domain dialogue agents would be no easy feat, the focus of research

shifted to a bottom-up paradigm. Instead of trying to mimic humans in general conversation, task-oriented

dialogue systems could help users accomplish specific, well-defined tasks, such as flight reservation system [8],

tourist guidance [9], movie searches [10], troubleshooting domain [11], and information retrieval [12]. In terms

of usability and reliability, such systems have to be resilient and be able to deal with different types of users

while remaining relatively easy to develop and extend [13]. With this idea, the goal of the thesis is to design

and develop a task-oriented spoken dialogue system in an Indic language such as Hindi.

The remainder of the chapter discusses the general perspective of the thesis in constructing a native SDS.

Section 1.1 introduces the structure of an SDS and its basic components. Further, Section 1.2 emphasises the

motivation behind work done in the thesis. The aims and objectives of the work are pointed out in Section 1.3.

Finally, the contributions and the thesis outline is presented in Section 1.4, including the publications.

1.1 Spoken Dialogue System Structure

Text to 
Speech 

Synthesiser

Automatic
Speech

Recogniser

Front-End

Natural Language
Dialogue Generator

Dialogue Manager
(DST + Policy)
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म� एक रे�रां खोज रहा �ँ।

Semantic representation 
of user inputText

Text Semantic representation 
of system output

inform(type=restaurant)

request(food)

आप िकस �कार का भोजन
खाना चाह�गे?

Figure 1.1 Spoken dialogue system structure.

Spoken dialogue is a conversational exchange between two or more people where the primary medium is

speech. To simplify the task for a dialogue system, two assumptions are made [14]. First, the conversation will

take place only between two participants in a dialogue. Second, the dialogue will be considered as a sequence

of turns, where each turn consists of two utterances: one by the user, the other by the dialogue system, in a fixed

order.

There is no consensus in the literature on the architecture of a spoken dialogue system. However, a statistical

SDS can be thought of a pipeline design [15] connecting five principal components in a specific order, as shown

in Figure 1.1. One cycle through the pipeline completes one dialogue turn such that one utterance from each

participant: the user and the dialogue system.

The first component in the SDS pipeline is the Automatic Speech Recognition (ASR), which transcribes the

user’s speech into text. For the last two decades, speech recognition has been dominated by traditional statisti-
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cal approaches such as Hidden Markov Model (HMM) combined with feedforward Artificial Neural Network

(ANN) [16]. Currently, a deep learning method, i.e. Long Short-Term Memory (LSTM) [17], has taken over

many aspects of speech recognition. In 2015, Google’s speech recognition achieved a remarkable performance

jump of 49% through Connectionist Temporal Classification (CTC) [18] trained LSTM, which is now available

through Google Voice Search on mobile as well as computer.

The text obtained from the ASR module is then forwarded to the next module a semantic decoder, which

performs the task of Spoken Language Understanding (SLU). This module’s goal is to determine the underlying

semantics of the given utterance. It broadly covers the research related to domain detection, intent determination

[19, 20], and slot-filling [21, 22]. In dialogue research, the semantics are typically represented in a standard form:

Dialogue-Act3 (DA). For example, the utterance:

‘मैं एक रसे्तरां खोज रहा हँू।’

can be formed as:

inform(type=restaurant)

Once the user’s intent has been determined in the form of dialogue-act, the Dialogue Management’s (DM)

role comes into play. This module has two jobs to accomplish. First is the job ofDialogue State Tracking (DST),

which accumulates or updates any previous information conveyed during the conversation in a dialogue-state4

[24]. Second is the job of dialogue policy to choose an appropriate reply to the user based on the updated

dialogue state in the current turn. The most notable approaches for learning a dialogue policy are based on

Reinforcement Learning (RL) [2], which view the dialogue interaction as a long-term planning task and optimise

its action selection policy to achieve a higher success rate. The system reply is again in the form of a dialogue

act (semantic units), e.g. request(food).

The dialogue manager’s output is then passed to the next component in the pipeline: the Natural Language

Dialogue Generation (NLDG). It transforms the abstract semantics notation of the system-act back into a text

representation. For example, the dialogue act:

request(food)

can be transformed to:

‘आप िकस प्रकार का भोजन खाना चाहेंगे?’.

Initially, rule (template)-based approaches [25, 26] or a hybrid of handcrafted and statistical methods [27–29]

were used to build NLDG systems in an SDS. However, they are restricted to semantically-aligned corpora,

which are tedious and expensive to build. On achieving success on machine-translation and language-modelling

[30, 31], the neural-network-based models are successfully applied in generating natural system utterances in a

spoken dialogue [12, 32, 33].
3DA is derived from the concept of the speech act [23], representing the meaning of an utterance.
4The Markovian representation, which summarises the current state of the dialogue, is called the dialogue state.
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At last, the Text-To-Speech (TTS) component converts the NLDG component’s output into its audio rep-

resentation. Early TTS systems were based on the concatenative approach, i.e. unit selection, concatenating

pre-recorded speech fragments (from a single speaker) into audio output representing the given word sequence

[34]. The unit selection approach has since been superseded by the parametric approach [35], where the model

is mainly parametrised by a Hidden Markov Model (HMM). Further, gaining success of neural network mod-

els, the deep and recurrent neural networks have also been successfully applied to parametric speech synthesis

[36–38].

Following the modular architecture to build an SDS in Indic language, we plan to work on developing each

component separately and resolve the challenges in combining them in a single SDS pipeline design later. The

overall research is focussed on constructing all the system components as statistical models with parameters

learned directly from the data by resolving various language-specific and language-independent challenges.

Hence, the research moves sequentially with the investigation and implementation of various SDS components,

i.e. ASR, SLU, DST, DM, NLDG and TTS. The research also incorporates the phases of data collection and

building new models as required during the development.

1.2 Motivation

As discussed earlier, an SDS is typically build upon various components: a speech recogniser, a semantic de-

coding module for spoken language understanding, a dialogue manager for dialogue state tracking and policy

learning, a language generation module, and a speech synthesiser. This thesis is concerned broadly with de-

signing a complete spoken dialogue system in an Indic language scenario, i.e. Hindi. No significant work is

done earlier to promote the research and development of a Hindi spoken dialogue system. Hence, it becomes

critical for the thesis to address the issues and challenges unveiled for the Hindi language through introducing

new datasets, methods and measures to build and evaluate all the integral modules of the Hindi SDS.

In a statistical spoken dialogue system, the aim is to replace each of the aforementioned components with

a statistical model with parameters estimated from data [39, 40]. The overall goal is to build a data-driven

dialogue system with the ability to be get improved over time and be perceived as behaving human-like by the

users. The components of such systems are based on statistical methods, i.e. probabilistic distribution, neural

network models, which allow them to handle uncertainty in both their input and their output [2, 41].

As the Hindi text contains lots of lexical/morphological ambiguities, therefore, it becomes a key challenge

for DST and NLDG models to appropriately detect the DAs, understand the utterances and generate natural

responses. Hindi is very rich in inflectional morphology. There is usually a limit of 8-9 inflected word forms

of nouns in English [42], but in Hindi, it is more than 40 [43, 44]. The way a language is spoken and written
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changes from place to place. It leads to the introduction of variations where the meaning of a sentence is the

same, but the way to express it gets changed [45].

Other language-related challenges that a Hindi SDS have to deal with are code-mixing [46], hidden infor-

mation [47], echo-words [48], etc. Code-mixing is the mixing of more languages in the conversation. There

are many cases in the corpus where the user had expressed some words from English during the conversation.

(Example: “मुझे कम रेंज वाले रसे्तरां क तलाश ह।ै” (“I am looking for low range restaurants.”)). Here the word “रेंज”

(range) is an English word that gives an indication of the cost. Therefore, in the belief state tracking, the word

“कम” (less) need to be associated with costing after the resolution of the codemix [46, 49]. Hidden-Information

is prevalent in conversation that the people do not convey each and everything they need; instead, they give an

indication, which makes it more interesting [47].

1.3 Aims and Objectives

In this work, We aim to design and develop a virtual assistant able to process both spoken as well as written

utterances and provide information related to an application domain and able to conversate with the user in Indic

language, i.e. Hindi. To this end, we divide the work to be accomplished into several phases:

The following are the aims and objectives of the work:

• To collect and release a Hindi dialogue corpus containing a large number of labelled dialogues for the

experiments.

• To provide the details of features, collection process and statistical analysis of the proposed corpus.

• To show the performance of the state-of-the-art models for SLU, DST, DM and NLDG tasks.

• To incorporate the Advantage Actor-Critic with Experience Replay (A2CER) algorithm for dialogue pol-

icy learning which has recently been shown to be performing well on simple gaming environments.

• To investigate and propose a new RNNLG-based (Recurrent Neural Network Language Generation)

model on a natively developed corpus.

• To train and build various TTS systems on publicly available datasets from scratch.

• To propose a novel framework that explores the generalisation capabilities of low-level descriptor-based

perceptual features and investigates to what extent they can be used tomeasure the synthetic speech quality

at all without subjective testing.

• To develop an integrated web-based interface to a dialogue agent named “SILPAssistant” (SILPA5).

5SILPA (SILPAssistant) acquired its name on the acronym of our Lab’s name SILP (Speech, Image & Langauge Processing) Lab
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1.4 Contributions & Thesis Outline

The dissertation is organised as follows:

• Chapter 1 - Introduction

Current Chapter 1 presents the introduction to the work explored in the thesis. After describing the

usability and effectiveness of the dialogue systems in our day-to-day life, the chapter depicts the basic

pipelined structure of a statistical SDS. Then, the underlyingmotivation and challenges behind developing

a real-world SDS in Indic language Hindi are briefed. At last, the chapter presents contributions and an

outline of the thesis.

• Chapter 2 - Challenges & Research Gap in Hindi SDS

The general concepts and architecture of an SDS are described in this chapter, with detailed descriptions

of the challenges and research gap observed in its development, which lays the foundations of statistical

spoken dialogue systems and sets the context of the work.

• Chapter 3 - HDRS: Language Understanding & State Tracking

This chapter raises the key research questions that underlie the SLU and DST module in building a Hindi

dialogue system for the restaurant domain. To conduct the research, an indigenously developed corpus,

Hindi Dialogue Restaurant Search (HDRS), is proposed and compared various state-of-the-art SLU and

DST models. The chapter also signifies the conceptualisation of SLU and DST as a single module. The

DST models based on traditional embedding, i.e. Word2Vec, GloVe and FastText based as well as recent

BERT6-based embeddings are explored to show how they are able to deal with the Hindi language chal-

lenges of morphological/lexical ambiguities, code-mix words, echo words and hidden information exist

in the utterances. Part of the research work has been published in the following publications [1, 50]:

S. Malviya, R. Mishra, S. K. Barnwal, and U. S. Tiwary, “HDRS: Hindi dialogue restaurant search corpus

for dialogue state tracking in task-oriented environment”, In IEEE/ACM Transactions on Audio, Speech,

and Language Processing 2021.

D. Goswami, S. Malviya, R. Mishra, U.S. Tiwary, “Analysis of Word-level Embeddings for Indic Lan-

guages on AI4Bharat-IndicNLP Corpora”, In IEEE 8th Uttar Pradesh Section International Conference

on Electrical, Electronics and Computer Engineering (UPCON) IEEE, 2021.

• Chapter 4 - Modelling Dialogue Management through Reinforcement Learning

This chapter is concerned with learning a dialogue policy that determines which action to take given the

current state of the dialogue. The chapter first reviews the background knowledge and summarises related
6BERT: Bidirectional Encoder Representations from Transformers
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works on dialogue policy optimisation and reward estimation, with a specific focus on RL approaches.

Describing the limitations of traditional methods of policy learning, i.e. value-based and policy-based

methods such as low sample-efficiency, high variance and often converge to local optima, the chapter

investigates sample-efficient deep-learning methods, which resolve the issues by applying actor-critic

methods with experience replay. This research work has been published in the following paper [51]:

Shrikant Malviya, Piyush Kumar, Suyel Namasudra, and Uma Shankar Tiwary. “Experience replay based

deep reinforcement learning for dialogue management optimisation”, ACM transactions of low-resource

language information processing, 2022.

• Chapter 5 - Hindi Dialogue Generation

This chapter investigates the Natural Language Dialogue Generation (NLDG) module by exploring the

data-driven methods that generate system responses with indented attributes like fluency, variation, read-

ability, scalability, and adequacy in the Hindi language. The first obstacle in building a data-driven model

is tackled by collecting and releasing a corpus of unstructured input-output pair of dialogue-act (sys-

tem’s) and corresponding natural response. The chapter then presents some Recurrent Neural Network

Language Generation (RNNLG) framework based models along with their analysis of how they extract

intended meaning in terms of content planning (modelling semantic input) and surface realisation (final

sentence generation) on the proposed unaligned Hindi dataset. This research work has been presented in

the publication [52]:

S. Singh, S. Malviya, R. Mishra, S. K. Barnwal, U. S. and Tiwary, “RNN based language generation mod-

els for a Hindi dialogue system” In International Conference on Intelligent Human-Computer Interaction,

pages 124–137. Springer, 2019.

• Chapter 6 - Quality Assessment of Synthesised Speech

This chapter discusses not only the different types of speech synthesisers but also compare them on vari-

ous methods of evaluating TTS systems with the proposed evaluation framework: LBOE (Learning-Based

Objective Evaluation). The chapter first presents the working of Unit selection speech synthesis (USS),

Hidden Markov Model speech synthesis (HMM), Clustergen speech synthesis (CLU) and Deep Neu-

ral Network-based speech synthesis (DNN) methods to construct speech synthesis models on two Hindi

speech datasets. Traditional evaluation methods such as subjective and objective evaluation methods.

Some of the contributions has been accepted for publication as [53]:

S. Malviya, R. Mishra, S. K. Barnwal and U. S. Tiwary, “A framework for quality assessment of synthe-

sised speech using learning-based objective evaluation” International Journal of Speech Technology.



1.4 Contributions & Thesis Outline 9

In summary, the thesis contributions are divided into chapters corresponding to each component of the SDS.

Chapter 2 describes the modular architecture of the SDS with the details of recent advancements in the devel-

opment of each module with specified challenges and research gaps. Chapter 3 demonstrates our contribution

of HDRS corpus and a comparison of several DST state-of-the-art models on it. Chapter 4 discusses the use

of reinforcement learning in building dialogue policy modules with the help of synthetic data generated by a

user-simulator. The experiments with RNN-based NLDG modules on indigenously collected Hindi corpus are

depicted in Chapter 5. Chapter 6 builds several TTS systems in Hindi and also proposes a framework for quality

assessment of the synthesised speech. Finally, the conclusions, limitations and future directions of the work

presented in this thesis are discussed in Chapter 7.





Chapter 2

Challenges & Research Gap in Hindi SDS

This chapter provides an overview of Spoken Dialogue System (SDS) and their core components, mentioning

recent advancements in their development for highlighting the challenges and research gap in a Hindi spoken

dialogue system.

2.1 Modular Spoken Dialogue Systems

We design our Hindi SDS by dividing it into five modules in a pipeline architecture [15] and connecting them in

a specific order, as shown in Figure 2.1. One cycle through the pipeline completes one dialogue turn such that

one utterance from each participant: the user and the dialogue system. Hence, the overall research in the end-

to-end statistical dialogue system focusses on constructing all the system components as statistical models with

parameters learned directly from the data [40]. The remainder of the section demonstrates the characteristics

of task-oriented dialogue systems, the domain ontologies and the taxonomy of the dialogue acts incorporated in

designing them.

2.1.1 Task-Oriented Dialogue Systems

This thesis focusses on exploring and implementing a task-oriented dialogue system1 in a native Indic language.

The objective of such dialogue systems is to interact with the user and provide information related to a certain

application-domain based on a large database. Some of them include flight booking systems [54], restaurant-

finding system [55] or tourist information system [56].2

The slots are another important constituent of slot-filling-based dialogue systems, which not only define the

dialogue domain but also specify all the tasks the system can help the users with. In more detail, the slots decide
1This term is used interchangeably with goal-oriented dialogue systems.
2Alternative chat-bot style systems do not make use of task ontologies or the pipeline model. Instead, these models learn to gener-

ate/choose system responses based on previous dialogue turns [57].
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Figure 2.1 The pipeline of the core components in statistical spoken dialogue systems.

all possible actions the system can take, the possible semantics from the user’s utterances and achievable states

by the system [58].

2.1.2 Domain Ontologies

The domain ontology is made up of domain-specific slots. It has sufficient information to model the user’s goal

up to a given point during the conversation, referred to as the dialogue state. In general, a domain specific-

ontology comprises informable slots Sinf and requestable slots Sreq. For the domain used in this thesis, Sinf ⊆

Sreq, though both sets can be disjoint as well. Figure 2.2 shows a subset of the ontology of the restaurant domain

used by all the components in the development of our SILPA Dialogue system.

The database of the restaurant domain maintains a set of attributes necessary to keep all the relevant in-

formation of a restaurant. The informable-slots represent all the attributes required by the user to constrain his

search during the conversation. On the other hand, requestable-slots constitute those attributes that the users

can ask about but not necessarily use as search constraints. For instance, in the restaurant search scenario, a

user might be able to search for restaurants by asking about a specific food type but may ask about the phone

number or address only when the dialogue agent comes up with a restaurant suggestion.

Hence, the ontology consists of two sets: the set of requestable slots Sreq and the set of informable slots Sinf,

and for each s ∈ Sinf a set of slot-specific values Vs. Given the ontology, the language understanding component

detects the occurrence of such slots and their values in the user utterance. Further, the dialogue manager tracks

these slot-value attributes and decides the following system action. Using these slot attributes in association with
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database information, the NLDG component constructs the response or query in natural language, i.e. Hindi.

The terminology and description of the domain studied in this thesis are explained in Appendix A.

INFORMABLE SLOTS: {
FOOD: [
अफ्र कन, साउथ इं डयन, पजंाबी, को रयन, सधी, इडंोने शयन, बगंाली,
ऑस्टर् े लयन, मले शयन, यरूोिपयन, ब्राजी लयन, शाकाहारी, जपैनीज,
चाइनीस, स्पेिनश, अफगान, फ्रें च, इटंरनेशनल, मराठी, इटा लयन ...

],
NAME: [
कैलाश पबर्त, कान्हा श्याम, रॉयल स्पाइस, दस्तरख्वान, जायसवाल डोसा कॉनर्र,
द टेस्टी पॉइटं, सल्क रसे्तरा,ं महाराजा रसे्टर् ो, डोिमनोस िपज़्ज़ा, द सेकंड वाइफ,
करी िंकग, जेड स्टर् ीट, पेंगुइन इं डयन एंड मुगल फूड्स, रज़वर् सीट, फ़ूड िंकग,
मक्खनसं, िहिंगस, हांडी, सतकार रसे्तरा,ं फ़ूड स्क्वायर, लज़ीज़ रसे्तरा,ं ...

],
PRICE RANGE: [
सस्ता,
मध्यम,
महगंा

],
AREA: [
कें द्र,
द क्षण,
प श्चम,
पूवर्,
उत्तर

]
}
REQUESTABLE SLOTS: [

address,
area,
food,
name,
phone,
price range,
postcode.

]

Figure 2.2 A part of the restaurant domain ontology for the SILPA dialogue system. The complete ontology
consists of 34 values for food-slot, 118 name values, 3 values for price-range slot, 5 area values and 7 requestable
slot values.

2.1.3 Dialogue Act Formalism

Dialogue acts are the semantic representation of both user utterances and system prompts. It is an internal

representation of the intention conveyed in the utterance expressed by the user or system. The interaction takes

place at the dialogue act level under the dialogue state tracking and dialogue management part, as shown in

Figure 2.1. We utilise a semantic representation that is compact enough to keep their number relatively low and

carry sufficient information to sustain the dialogue flow. The dialogue act theory is formalised in [59] and is
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considered extendible to other task-oriented dialogue domains. In slot-based systems, the dialogue acts consist

of a sequence of semantic information: first a dialogue act type and a set of slot-value pairs which combinely

represent the dialogue act arguments [58]. A complete list of dialogue acts with their descriptions is given in

Appendix B, used in the current work.

The dialogue act type represents the general action of the utterance. The systems investigated in this thesis

consider three basic types of actions such as informing constraints, i.e. inform(food=बगंाली), requesting infor-

mation, i.e. request(phone number) and performing acknowledgement, i.e. hi, thanking you and bye. At any

point in the conversation, the dialogue state consists of dialogue acts from both user and system utterance with

the corresponding semantic information as a sequence of slot-value pairs. As an example, Figure 2.3 depicts the

dialogue act information extracted from an utterance in terms of turn-goals, turn-requests and system-actions

with updated dialogue state after each turn.

 म� एक महगंा र�ेतरां खोज रहा हँू जहाँ राज�थानी खाना िमलता हो।

User

user utterance

turn-goals
 inform(food=राज�थानी)
 inform(price range=महगंा) Nil

System

नम�कार, �स�पा डायलाग �स�टम म� आपका �वागत ह!ै
म� आपक� इलाहाबाद म� मन चाहा र�ेटोर�ट चुनन� म� िकस
�कार सहायता कर सकती हू?ं

 hello()

system utterance

system-actions

 मुझे फक�  नह� पड़ता।

 inform(area=dontcare) Nil
 

यहाँ पांच महगें र�ेतरां ह� जहाँ राज�थानी खाना िमलता है
आप िकस इलाके म� खोज रहे ह�?

request(area)

 �या मुझे पता और फोन नबंर िमल सकता ह?ै

Nil  request(address)
 request(phone)

�रज़व� सीट शहर के क� � म� ह।ै

Nil

 शुि�या, अलिवदा।

Nil Nil

�रज़व� सीट का फोन नबंर 0532448620 ह ैऔर उनका
पता 12/22/1, मा�टर ज़हरोल हसन रोड, मुफड�गजं,
कटरा, इलाहाबाद ह।ै

Nil

turn-requests

Figure 2.3 A dialogue from the HDRS corpus collected on restaurant domain. Each turn, separated by the
dashed lines, contains a system utterance (yellow) followed by corresponding system-actions (green) as well as
user utterance (red) comes with the specified turn-goals and turn-requests (blue). Box with ‘Nil’ entry depicts
the unexpressed entity. Appendix C presents the translation of utterances expressed in the conversation.
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2.1.4 Noise (uncertainty) in Dialogue

The pipeline design of the SDS (see Figure 2.1) can be considered analogous to computer networks scenario

in certain aspects which facilitate noisy communication between two end-nodes [60]. Under this analogy, the

two end-nodes are the user and the dialogue agent in our case. Similar to the layers in computer networks, our

dialogue system has three communication layers, as shown in Figure 2.1. Each layer corresponds to a different

level of abstraction:

1. Speech: This abstraction layer belongs to the speech interface in SDS design. During the communication,

the physical sound waveform is taken as input by the ASR module and generated speech as output by the

TTS module.

2. Word: The second layer of abstraction deals with the textual representation of user queries obtained from

the ASR and passed to the language understanding module, which applies SLU and DST. Similarly, the

NLDG module also produces the output in the form of natural text based on the system acts suggested by

the Dialogue Management (DM) as input.

3. Dialogue Acts: It is a domain-specific semantic representation that provides a formal language for ex-

pressing user goals as well as the system response. On one side, this formalism help in providing an

interface between the user’s intents and goals (user constraints). On the other side, it also draws the

required information from the external database.

Compared with computer networking, it introduces additional uncertainty into the representation of user

goals as move to higher levels of abstraction in the SDS pipeline. This uncertainty is caused due to the intro-

duction of noises at various levels of abstraction. The two primary sources of the uncertainty are: 1) The noise

introduced either by imperfect speech recognition or noisy environments, which gets progressively worse with

moving ahead in the abstraction layers. 2) the uncertainty introduced by the language understating modules due

to difficulty handling lexical/morphological variations and ambiguities or understanding contextual feedback.

Overall, developing a full-fledged spoken dialogue system in Indic languages is the main focus of this thesis,

which follows a modular architecture on a task-oriented scenario. We next discuss each component of the SDS

design pipeline in the following sections, mentioning the challenges and research gap concerning the Hindi

language.

2.2 Automatic Speech Recognition

Automatic Speech Recognition (ASR) is the first module in our pipelined SDS architecture. Its job is to tran-

scribe the speech waveform into written form output. A typical output of an ASR module is represented as an
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N-best list of the most probable hypotheses with corresponding probabilities, i.e. as a word lattice or confusion

network, formed in a directed graph where each edge denotes a word and acoustic weight to estimate the path

probability [61].

Most ASR systems carry an acoustic model, a language model and a set of lexicons. A typical ASR system

takes raw speech waveform or a pre-processed feature vector, i.e. Mel-Frequency Cepstral Coefficients (MFCC).

Based on the processed feature vectors, the acoustic model learns the most probable sequence of basic speech

units, i.e. phoneme, which best represent the input vectors. The sequence of speech units generated from

the previous is then mapped to texts using a lexicon. The traditional ASR systems use graphical generative

models, i.e. Hidden Markov Model (HMM), to model acoustic characteristics of the speech signal, where the

state probabilities are estimated through a Gaussian Mixture Model (GMM). A comprehensive review of such

ASR systems is presented in Gales et al. [62]. In recent years, the research is now concentrated on using

discriminative neural networks to estimate the GMM state probabilities and has became the state-of-the-art

of today’s ASR systems [63–65]. On the other hand, the language models help in capturing word-transition,

which provides linguistic constraints to select the proper word in a sequence. Traditionally, such models are

implemented using n-gram models [66, 67]. Recently, neural networks have also become state-of-the-art for

learning the language models [68, 69].

We have incorporated and adapted the recent version of Google ASR in our system. To make it easily

deployable, the current speech recognition research is shifted towards building End-to-end ASR with the aim

to combine acoustic model and language model using RNNs [70–72, 69]. Currently, a deep learning method,

i.e. Long Short-Term Memory (LSTM) [17], has taken over many aspects of speech recognition. In 2015,

Google’s speech recognition achieved a remarkable performance jump of 49% through Connectionist Temporal

Classification (CTC) [18] trained LSTM, which is now available through Google Voice Search on mobile as

well as computer.

2.3 Challenges in SLU & DST

2.3.1 Spoken Language Understanding (SLU)

Spoken Language Understanding (SLU), the next component in the SDS pipeline after ASR, identifies and

extracts the underlying semantics of an utterance expressed by the user. Although, there are many semantic

representations available to be used, most existing spoken dialogue systems use a shallow level of semantic

representation called Dialogue-Act (DA) [73], akin to the concept of speech act [23]. We design the dialogue

act taxonomies that capture just enough meaning in an utterance to facilitate rational dialogue behaviour within
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the application domain [74]. It defines the amount of semantics it can model and hence decides the scalability

and learnability of the system.

An SLU component (or a semantic decoder) takes a sentence as input and maps it to an output dialogue

act representing underlying semantics. Overall, SLU covers the research area of domain detection (in a multi-

domain scenario), intent determination [19, 20], and slot filling [21, 22]. For example, the utterance:

‘ `मैं एक महगंा रसे्तरां खोज रहा हँू जहाँ राजस्थानी खाना िमलता हो।’

(I am looking for an expensive restaurant where Rajsthani food is served.)

can be represented as:

inform(type=restaurant,price range=महगंा,food=राजस्थानी).

The obtained semantics capture not only the intent of the utterance as action=inform, (which means that the

user is providing certain information) but also a set of actual slot-value pairs represented as the arguments of the

act: price range=महगंा, food=राजस्थानी, and the application domain: type=restaurant. This type of seman-

tics is generally used to represent the logic form in computational linguistic and general artificial intelligence.

There are many other ways of semantic representation depending on the design of the ontology and application,

such as relation-based semantic representation [75], which has richer structured concepts. In our work, only of

limited domain are undertaken; hence the flat semantic representations (dialogue acts) are used. A similar form

of semantics is also used as the conceptual representation of the output from the dialogue management module

in Section 2.4.

Initially, many spoken dialogue systems used simple and straightforward methods such as semantic template

grammar, e.g. Phoenix parser [76], to extract semantic details and discern the dialogue act [77]. To model more

complex sentences with richer linguistic variations and ambiguities, more sophisticated and advanced grammar

formalism, such as Combinatory Categorial Grammars (CCG) [78, 79], Context-Free Grammars (CFG) [80],

inductive logic programming basedmethods [81] or parsing basedmethods for long-range dependencies [82, 14]

have been investigated. Such domain-specific rule-based systems are hard to design and often need multiple

iterations of user-testing before achieving satisfactory real-time performance and coverage [39]. Besides, these

rules must be expanded or re-designed from scratch when domain converge is updated; thus they are not scalable.

For statistical SLU, it requires substantial training data with their corresponding labels [83]. Two major

labelling mechanisms are used in the data-driven SLU; methods that perform the sequential labelling require

word-level (aligned) labelling, while methods that label the entire sentence need sentence level (unaligned)

labelling. The Air Travel Information System (ATIS) is a commonly used dataset where both aligned and

unaligned examples are present [54]. The SLU approaches can further be divided into two categories: generative

approaches such as Dynamic Bayesian Network (DBN) [84] and discriminative models such as Support Vector



18 Challenges & Research Gap in Hindi SDS

Machine (SVM) [85, 86], Conditional Random Field (CRF) [87, 88]. More recently, neural network based SLU

models have also been investigated [89, 90, 22, 91].

To better understand the underlying challenges in Hindi, we designed a dialogue corpus in the restaurant

domain consisting of the labelled utterances in the Hindi language and incorporated a range of language under-

standing models on it (briefly discussed in Chapter 3).

2.3.2 Dialogue State Tracking (DST)

The term dialogue state roughly denotes the full-representation of the user goals at any point during the conver-

sation. In a single-turn dialogue scenario, such as when questions in each turn are independent, the SLU output

provides enough information to encode the user’s request fully. However, in multi-turn dialogues, the dialogue

state must be tracked over turns to accumulate crucial information required by the system to make decisions.

For example, in a slot-filling dialogue system, the dialogue state comprises a list of constraints (goals) given by

the user so far in the conversation.

Hence, we include a Dialogue State Tracking (DST) module in our system capable of accumulating the

evidences appropriately in the multi-turn dialogue scenario and predicting the dialogue state effectively based

on the observation and context. Probabilistic models often maintain it as the distribution over all dialogue states

referred to as the belief state in the literature [92].

In recent years, the DST has been intensively investigated by several research groups. The completion of five

successful Dialogue State Tracking Challenges (DSTC), e.g. DSTC-1 [93], DSTC-2 [94], DSTC-3 [56], DSTC-

4 [95] and DSTC-5 [96], has not only increased the interest in DST but also spurred research in many dimension

of the dialogue like multi-domain, multi-model scenario. These initial DSTC challenges were dedicated to

cover a wide range of DST tasks, such as single and multi-domain interactions, goal-changing scenarios and

human-human conversations.

Spoken Language Understanding (SLU) and Dialogue State Tracking (DST) were separate in the traditional

dialogue system pipeline. The former utilises hand-crafted rules such as basic or focus trackers [58] to update the

dialogue state given the output from the SLU component, and the latter learns the tracking task from the given

data. These SLU-detached trackers are prone to accumulating errors received from the SLU module. Subse-

quently, research on belief trackers gets focussed on conceptualising SLU and DST as a single module [97–99].

To achieve better generalisation, these trackers rely on hand-crafted semantic-dictionaries and delexicalisation.

In research works [100, 24], Convolutional Neural Network (CNN) based representation learning was applied to

learn relevant features from semantically-induced word embeddings to predict each state stochastically without

relying on hand-crafted features. Dealing with multi-domain scenario (MultiWOZ dataset [101]), many neural
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Table 2.1 Features and their challenges in Hindi utterances for performing SLU/DST.

Features Example Description of the DST challenge
related to a slot

Morphological features
“मैं शहर के कें द्रीय भाग में बगंाली खाने को खोज रहा हँू।”

(I am looking for Bengali food in the central part
of the city.)

Area : “कें द्रीय”(central) is a morphological
variant of the word “कें द्र”(centre).

CodeMix features
“मुझे वे जटे रयन चािहए । क्या मुझे पता और पोस्ट कोड िमल

सकता ह?ै”
(I want a vegetarian. Can I have an address and

post code?)

Food : The word “वे जटे रयन” (vegetarian) is
an english word that should get mapped to

word “शाकाहारी” in Hindi.

Lexical Variations
“मुझे मध्यम रेंज में शहर के ऊपरी भाग में कुछ चािहए।”

(I need something of middle range in the upper part
of the city.)

Area : The word “ऊपरी” (upper) is the lexical
variant of “उत्तर” (north).

Echo-Words
“क्या आप िकसी ठीक ठाक मूल्य के रसे्टॉरेंट का पता तथा फ़ोन नबंर

दे सकते हैं ?”
(Can you give the address and phone number of a reasonably

priced restaurant?)

Price : The phrase “ठीक ठाक” (theek thaak)
is an echo word and it meaning is closer

to “मध्यम” (moderate).

Hidden Information
“मुझे एक रसे्तरां चािहए ध्यान रहे मैं गरीब हँू।”

(I want a restaurant in the north, remember that
I am a poor.)

Price : The word “मैं गरीब हँू” (I am poor)
indirectly indicates the low-cost

restaurant requirement.

Don’t care values “मेरी कोई खास पसंद नहीं ह।ै”
(I don’t have anything special.)

The phrase (“खास पसंद नहीं”) gives an indication of
“don’t care”, associated to any informable slot.

Newer slot values
“पूवर् के िकसी सस्ते रसे्टोरेंट का फ़ोन नबंर और पोस्टकोड बताइये

जो आलू भरे पराठे देता हो?”
(Give the phone number and postcode of a cheap
restaurant that serves potato filled parathas?)

Food: In the examples, “आलू भरे पराठे”
is a newer food slot that did not appear

in training dialogues.

network-based models with additional linguistic capability, e.g. BERT [102], have been investigated recently

and achieved state-of-the-art results [103–108].

Following the data-driven approach, a new system is developed in the current work by employing a new

training corpus in the Hindi language. However, any generic approach may not perform well in situations where

context-sensitive information is captured. Several dialogue corpora have been released in the past (Briefly

discussed in Chapter 3.2), but no one has explored an Indic language. Depending on whether it is labelled

using the structured annotated scheme, these corpora can be categorised into two classes: corpora labelled

with structured annotations [54, 93, 109–113, 101]; corpora without semantic labels but having a specific goal

during each conversation [114–116]. However, they are limited in terms of proper annotations or built, focusing

primarily on the English language.

In addition, Hindi is a morphologically rich language containing lots of lexical/morphological ambiguities,

such as inflectional morphology [42], code-mix ambiguities [46, 49], lexical variations [45], echo-words [48]

and hidden information [47]. Table 2.1 presents the list of features and their corresponding challenges. There is

usually a limit of 8-9 inflected word forms of nouns in English, but in Hindi, it is more than 40 [43, 44]. It be-

comes a key challenge for DST models to detect the DAs and keep the dialogue state updated appropriately. For

the empirical analysis of language-specific and language-independent challenges in dialogue state tracking, this
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thesis proposes a dialogue corpus HDRS to train DST models in a new language Hindi with better annotations

and high language-variability with significant corpus size, described more detail in Chapter 3.

2.4 Modelling Dialogue Management

Once the dialogue state has been inferred from the DST component, the system’s dialogue managermust choose

an appropriate response. Working as the first component during the system response generation, as shown in the

bottom right of Figure 2.1, the dialoguemanager component not only controls the flow of the interaction between

the system and the user, but it is also a central part responsible for the overall quality of the user experience.

Its behaviour is modelled by a dialogue policy, whose job is to map the belief states (dialogue states) to system

actions.

The most straightforward approach is to use hand-crafted methods to maintain and control the dialogue

interaction. In such cases, the dialogue systems usually utilise the expert knowledge and manage the overall

dialogue flow in a flowchart-based system [117, 118], form-filling systems [119] and logical inference and

planning on tree-structured knowledge [120]. However, none of these approaches suggests a well-established

and systematic way of learning and requires a large amount of human effort and needs significant effort in further

modification if there is any update in the domain’s ontology and structure. Furthermore, the uncertainty induced

by noisy ASR and SLU/DST modules often lead to erroneous DST results, bringing the system to an incorrect

state and causing it to take incorrect actions and potentially generate an undesired system response.

Therefore, it has been suggested that statistical methods [121–124] can resolve the limitations of the rule-

based approaches. Probabilistic methods in dialogue management have the capability to model uncertainty in

the system’s belief state and map it into a distribution over sets of system actions. It helps the system to be

more robust towards various noisy conditions. A dialogue policy can be implemented as a classification task

that trains on dialogue corpus data. Such dialogue managers are highly portable and extendable across different

domains.

However, supervised learning of dialogue management faces severe sparsity issues as the dialogue domains

are usually exponential in the number of distinct instances they can generate. Even a very large dialogue corpus

would represent only a tiny fraction of the total set of plausible dialogues. Hence, a significant amount of

abstraction is required to limit the space of dialogue behaviour that can be learnt. However, leveraging such

supervised behaviour does not guarantee that it would lead to a successful dialogue [125].

An alternative is to use Reinforcement Learning (RL), where the dialogue interaction is considered as a

long-term planning task, with optimising its action selection policy with respect to an objective measure [126].

Unlike the supervised learning models, where the dialogue manager’s behaviour is restricted to the type of

corpus used, a dialogue manager using RL can explore all possible behaviour.
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We model the dialogue policy with RL based approaches where the system’s goal is to choose a sequence

of system responses (actions) given the observed belief state achieving the maximum total reward, whereby

the success of the dialogue mainly determines the reward. Casting it as a Markov Decision Process (MDP),

the dialogue policy can learn the action-selection model directly from the interactions [126, 127]. However,

learning dialogue policy based on a point estimate of the dialogue state is not ideal due to the erroneous ASR

and SLU/DST components as MDP can model only a single hypothesis. Therefore, the Partially Observable

Markov Decision Process (POMDP) [39, 128] is used to build the dialogue policy, which considers the multiple

hypotheses as a belief state (distribution over all dialogue states), hence offers a more robust and well-founded

framework for statistical dialogue modelling.

The details of applying the MDP and POMDP based RL models to a dialogue policy is briefly discussed

in Chapter 4 in association with the experiments on recent state-of-the-art models, i.e. GP-SARSA [124],

DQN [129] and A2C [130]. We also show that our version of Advantage Actor-Critic with Experience Re-

play (A2CER) achieves better performance than the current state-of-the-art NN-based policy learning methods.

2.5 Challenges in Natural Language Dialogue Generation

Obtaining the dialogue act from the dialogue manager, the Natural Language Dialogue Generation (NLDG)

module transforms this abstract semantics notation (system dialogue act) back into a text representation. For

example, the dialogue act:

request(food)

can be transformed to:

“आप िकस प्रकार का भोजन खाना चाहेंगे?”

(What kind of food would you like to eat?)

Initially, most NLDG systems were based on rule-based approaches [131, 28] or a hybrid of handcrafted and

statistical methods [132, 133], which have been widely utilised for their simplicity, robustness and high accuracy

in limited domains. One such example of a hybrid rule-based NLDG model is HALogen3, implemented by

Langkild et al., which performs reranking on handcrafted candidates using an n-gram Language Model (LM)

[134]. The major issues with such systems are the lack of language variability in the output and their scalability

to large domains [135].

On the other hand, corpus-based NLDG systems aim to learn the generation rules from a set of data. In

2000, a class-based n-gram LM generator, a type of word-based generator, was proposed to generate sentences

stochastically for a task-oriented dialogue system [27]. However, inherently it has a very high computation cost,

and it is indefinite about covering all possible semantics in the outputs. Hence later, the word-based generators
3HALogen is a successor to Nitrogen [132].
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were replaced by phrase-based generators, which had not only reduced the computation cost but also generated

linguistically varied utterances [136, 29]. However, the phrase-based generators are restricted to semantically-

aligned corpora, which are tedious and expensive to collect.

More recently, researchers have used methods that do not require aligned data and perform end-to-end train-

ing to get sentence planning and surface realisation done in one go [137]. For achieving the naturalness, variation

and scalability on unaligned corpora, they incorporated the deep-learning models. The successful approaches

use the RNN-basedmodels to train the encoder-decoder on a corpus of paired DAs and corresponding utterances

[32, 33]. Wen et al. proposed various Recurrent Neural Network Language Generation (RNNLG) models, i.e.

Attention-Based Encoder-Decoder (ENC-DEC), Heuristically-gated LSTM (H-LSTM) and Semantically Con-

trolled LSTM (SC-LSTM), which are also shown to be effective for the NLDGmodule in task-oriented dialogue

systems [12, 138]. Although the deep-learning methods are supposed to learn a high level of semantics, but they

require a large amount of data for even a small task-oriented system.

However, none of the previousworks has explored natural language dialogue generation on aHindi SDS. The

language divergences between Hindi and English shows that it is more challenging to perform natural language

dialogue generation in Hindi [139, 140]. Though Hindi and English belong to the Indo-European language

family, they have differences in terms of sentence structure. Hindi has an SOV (Here, S=Subject, O=Object

and V=Verb) structure for sentences, while English follows the SVO order [141]. Assuming Sm as a subject

modifier, Om as object modifier, Vm as expected verb post-modifiers and Cm as the optional verb post-modifiers,

an example is given as:

(Hi) a. S Cm Om O V
b. [मैं]S [शहर के द क्षणी िहस्से में]Cm [बगंाली]Om [खाना]O [ढंूढ रहा हँू]V।

(En) a. S V Om O Cm

b. [I]S [am searching]V [for Bengali]Om [food]O [in the southern part of the city]Cm .

It is observed that the case markers, i.e. में (mein), से (se), को (ko), का (kaa) etc. are postpositioned and

are strongly bound to nouns. This is why Hindi is a relatively free-word-order language. On the other hand,

English uses prepositioned phrases as qualifiers or complements, making the order of words fixed. The free

word ordering, however, makes the analysis of Hindi utterances challenging. The task of distinguishing clauses

and phrases from the subject and object get difficult. In addition, the morphological variations are richer in

Hindi than in English, as previously mentioned in Section 2.3.2.

In our work, we have explored several state-of-the-art RNNLG-based models and compared them with the

benchmark models, i.e. Hand-Crafted (HDC), K-Nearest Neighbors (KNN) model and, n-gram model with

discussing their performances on language-related (Hindi) challenges. All the models are experimented on our

own Hindi dataset, collected on the restaurant domain.
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2.6 Speech Synthesis & Quality Evaluation

2.6.1 Speech Synthesis Models

At the last step in the SDS pipeline, the speech synthesis component converts the chosen text or the symbolic

linguistic representation into a speech waveform. For the current study, we aim to cover leading TTS technolo-

gies as used in research as well as state-of-the-art commercial systems. Both TTS datasets are used to build

four types of unmodified “off-the-shelf” TTS systems: Unit selection speech synthesis (USS), Hidden Markov

Model speech synthesis (HMM), Clustergen speech synthesis (CLU) and Deep Neural Network-based speech

synthesis (DNN).

The USS is fundamentally a cluster-based technique that combines the units of similar type (e.g. phones, di-

phones, syllables etc.) are clustered based on their acoustic differences [34]. The clusters are then indexed based

on high-level features such as phonetic and prosodic context. But its use in the embedded systems gets affected

by their computational processing power and memory footprint. It is necessary to find a favourable compromise

between the size of the speech corpus and the computational complexity of the unit-selection method [142]. In

this thesis, MaryTTS4, an open-source tool, is used to build the USS models on both CMU and IITM datasets

[143]. Phone and Half-phone based contextual feature weights are considered as a base of units used for training

and selection [144].

In contrast, the parametric synthesis based TTS systems are specific counterparts to the issues mentioned

above; Hidden Markov Model (HMM) based model is one of them [145]. The HMM-based TTS system works

in two-phase; the first is to extract temporal parameters, e.g. spectral (e.g., Mel-cepstral coefficients) and ex-

citation features (e.g., log F0 and its dynamic features) from the speech database and then model them. We

have built two separate models for CMU and IITM datasets. The second phase generates a sequence of de-

sired speech parameters through trained models for a given word sequence to be synthesised. The parameters

sequence with the maximum output probability is considered for forming the final sound wave [146]. It has

several advantages over USS and disadvantages too. Many advantages are related to its flexibility in handling

different variations efficiently due to its parametric-statistical nature, enabling it to transform (adapting) voice

characteristics, speaking styles, and emotions. It has some major drawbacks, too, over USS as the output voice

is not that natural.

The CLU is a closer sibling of parametric TTS models, but it also has some characteristics of USS’s as well,

like selecting a unit from a set (cluster of similar units) rather than based on the contextual cues [147]. As a

general TTS system, CLU also requires a set of pairwise spoken utterances and text transcriptions. It models

the acoustic features (e.g. MFCC, F0) in the form of CLUNIT extracted from each segment of the speech wave,
4The MARY Text-to-Speech System (MaryTTS) http://mary.dfki.de/

http://mary.dfki.de/
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using the Classification And Regression Tree (CART) [148]. Additionally, a duration CART tree is also built to

model durational variation. The synthesis process starts with converting the input text into a phone string. Each

phone links further to three sub-phonetic HMM-states5. These sub-phonetic units are going to be processed by

respective duration-CART and HMM-state CART combinely to generate averaged track coefficients which are

used to synthesise speech using Mel Log Spectrum Approximation (MLSA) filter [149].

Recently, several Deep Neural Network-based speech synthesis (DNN) based autoregressive models for TTS

have been proposed, such as WaveNet [36], Deep-Voice 1, 2 & 3 [150–152], Tacotron-1 [37] and Tacotron-2

[38] etc. We use Tacotron-26 to build a DNN based TTS, an end-to-end TTS system that is better at handling the

missing spectral information. The model first predicts Mel-scale spectrograms from the character embeddings

of Hindi letters through a sequence-to-sequence recurrent network, followed by a separate autoregressive model

(WaveNet7) to turn it into a waveform. The intermediate features (80-dimensional audio spectrogram) computed

on 12.5-millisecond frames are not only capable of capturing the pronunciation of the words but also various

nuances of human speech, i.e. volume, intonation and tempo.

2.6.2 Quality Evaluation

Evaluation of synthesised speech is considered to be an important but challenging area due to low understanding

and exploration of quality aspects of synthetic speech. However, the speech quality term is mostly addressed and

explored in the area of speech coding or speech enhancement [153, 154]. The assessment of modified speech

is usually measured in terms of change in speech quality before and after the modification. On the other hand,

synthesised speech requires the assessment algorithms to be far beyond the signal-comparison, which decides

the overall adequacy of a synthesis model [155].

Speech quality is commonly a quantification of perception and assessment process by a subject through com-

paring perceptual features as per individual expectations, appropriate requirements and social demand [156].

Subjective (listening) test thus become an important evaluation criterion to measure the psycho-physical prop-

erty of a synthesised speech. Intelligibility tests, Diagnostic/Modified Rhyme Test (DRT/MRT), the Cluster

Identification Test (CLID), Standard Segmental Test (SST) and Semantically Unpredictable Sentences (SUS)

tests are a few renowned subjective assessment methods that commonly consider a large group of subjects to

deliver appropriate ratings on certain pre-defined criteria [155, 157, 158]. In addition, various prosody assess-

ment criteria have been proposed, which are especially crucial for the naturalness of the synthesis [159, 160].

International Telecommunication Union (ITU) has standardised the test protocols for overall quality assessment

in the area of speech coding [161, 162].
5Edinburgh Speech Tools Library http://www.cstr.ed.ac.uk/projects/speech_tools/
6Tacotron-2: https://github.com/Rayhane-mamah/Tacotron-2
7WaveNet vocoder: https://github.com/r9y9/wavenet_vocoder

http://www.cstr.ed.ac.uk/projects/speech_tools/
https://github.com/Rayhane-mamah/Tacotron-2
https://github.com/r9y9/wavenet_vocoder
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Due to inherent inter- as well as intra-user rating inconsistencies, the listening tests are hard to be proven

entirely. Based on the degree of being accustomed to synthesised speech, the perceptual-quality ratings vary

significantly. Additionally, understanding the exact relationship between the acoustic characteristics of synthetic

speech and listeners’ response is not well understood [163]. Regardless of the existing limitation, the listening

tests are considered to be the only standard subjective evaluation of the synthesised speech. However, its use in

the assessment is restricted as it requires significant human and financial resources. It has set the stage for the

use of instrumental (statistical) models for quality prediction in recent years [164]. These models are built on the

basis of listening-test ratings as well as acoustic-measurable properties of the speech and mimic its perception-

quality. They are the statistical models which derive averaged auditory ratings as a multivariate function that

maps input variables (acoustic features) to an output variable (auditory rating).

The instrumental quality evaluation of the synthesised speech is studied in two research areas (i) the detection

and/or quantification of discontinuities and (ii) estimation of overall quality. A number of studies have been

presented on the first issue of identifying the discontinuous joints in speech [165–168]. It has been pointed

out that the focus on such restricted perceptual features and its correlation with the corresponding acoustic

properties do not deliver promising results. This rather compact prediction model to a single quality element

seems to be inadequate to capture the strong cognitive interactions of perceptual features in a synthesised speech.

Alternatively, the development of an integral quality prediction model has been proposed as the second line

of instrumental quality evaluation. Deriving the reference patterns from the natural speech signal, pattern-

recognition approaches have been used to evaluate synthetic speech based on the basic features, i.e. MFCC

[169, 170].

An explicit comparison of natural speech directly with the synthesised speech signal has also been investi-

gated in the area of conventional objective evaluation. The comparison method usually involves time-alignment

and perceptual modelling of auditorily-relevant features, e.g., Perceptual Evaluation of Speech Quality (PESQ)

[171] as well as other distortion measure criteria, e.g., Mel-Cepstral Distortion (MCD), Linear Predictive Cod-

ing Coefficients (LPCC) Spectral Distortion. However, the differences in the results shown by several studies

are not very supportive of its use in evaluating the synthesised speech [172–175]. The imperfect-alignment and

differences in speaker-characteristics are found to be major obstacles in such signal-based comparison.

Further, it has also been proved that the intrusive methods could be helpful in explicit tuning based on

acoustic feature adaptation. Valentini-Botinhao et al. had explored the tuning of an HMM-based TTS in order

to investigate intelligibility on various noisy conditions [176]. Möller et al. used the ITU-T Recommendation

P.563 parameters to train general regression models for predicting the quality of synthesised speech [177]. Later,

based on these studies, several instrumental models have been thoroughly explored in the quality prediction of
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synthesised speech [163, 178]. However, they all require golden (natural) speech files in order to estimate the

robustness of an assessment method.

Recently, various non-intrusive assessment methods have been proposed, which utilises neural-network

models to perform speech quality evaluation. Tang et al. have evaluated mandarin TTS using the LSTM model

on MFCC and P.563 internal feature parameters by predicting the Mean Opinion Score (MOS) of naturalness

metric [179]. In the area of Voice Conversion (VC), several end-to-end speech objective assessment models

have been proposed: Quality-Net [180], MOSNet [181], Deep-MOS predictor [182]. They all are explored on

the evaluation of the speech being synthetically transformed, e.g. corrupting or enhancing the speech signal

[180] or speaker identity conversion through data-driven VC techniques [183–185].

In summary, all mentioned studies are concluding towards the following points:

(a) Quality assessment of the synthesised speech needs to be explored acoustically in a holistic manner. Both

perceptual, as well as integral quality features, are required to be investigated in order to understand how

the quality is constructed in a listener’s mind.

(b) A simple comparison of synthetic speech with natural speech at a physical level is not reliable to explain

the perceptual quality. Hence, unlike in coding & transmission, synthetic speech can not be seen as a

degraded variant of natural speech but to be considered as the speech of its own class.

(c) Generally, the approaches that use segmental (internal) features (e.g. concatenation points, transition

cost, joint cost, etc.) for quality assessment seem to be less potent than the non-intrusive approaches

which explore supra-segmental features from the acoustic signal.

2.7 Dialogue Agent & Web Interface

Designing speech interface based conversational systems has been a focus of research for many years. A typical

SDS is based on a modular architecture consisting of input processing modules, i.e. speech recognition &

language understanding, dialogue management modules, i.e. belief tracking, policy, and output processing

modules, i.e. language generation and speech synthesise, as shown in Figure 2.1. In a statistical SDS, all modules

are statistical models learned from task specialised corpus. Some of the recent work of various dialogue system

components is available in [125, 14, 186–188, 2, 189, 12, 190, 109, 100].

The dialogue agent should fully implement and follow the modular architecture of a spoken dialogue system

comprised of all the necessary components, i.e. SLU, DST, DM and NLDG. We incorporated and adapted the

multi-domain statistical dialogue System toolkit PyDial-Toolkit [191] to build our dialogue agent “SILPAssis-

tant”.
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Figure 2.4 The general architecture of SILPA. TheAgent resides at the core and, the interfaces Texthub, Dialogue
Sever provide the link to the environment.

The general architecture of the dialogue system with a speech interface is shown in Figure 2.4. The Agent

is the main component responsible for the dialogue interaction. Hence, its internal structure is similar to the

pipelined SDS architecture presented in Figure 2.1. It consists of dialogue system modules of semantic decoder,

belief tracker, policy and language generator.

Figure 2.5 SILPA: Web-based interface to a dialogue agent.

The Agent can communicate to the user in both texts as well as speech. For the text-based interaction,

Texthub utility is provided, which simply connects the Agent to a terminal. To enable speech-based dialogue,

the Dialogue-Server works as an interface between the Agent and the Speech-Client. The Speech-Client pro-
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vides the facility of Automatic Speech Recognition (ASR) and Text-To-Speech (TTS) to interact with the user

in speech mode. It connects to the Dialogue-Server via HTTP/HTTPS exchanging JSON messages. Along

with the Agent and Interface components, the dialogue system also consists of an Ontology that stores the

application-domain specification as well as access to the back-end database, e.g. set of restaurants with corre-

sponding properties.

In order to provide real-time interaction, we developed a web-based (portrait is shown in Figure 2.5) as well

as a mobile-based application. It has the capability to establish and maintain a conversation with a pool of real

users to a set of virtual dialogue agents. Here the virtual dialogue agents mirror the same back-end Dialogue

Agent built on the aforementioned toolkit. It uses the Google Chrome Speech ASR API to transform the user’s

speech into text and the Google Chrome TTS API to convert SILPA’s text output into Hindi speech.

2.8 Summary

The chapter has presented an overview and outlined the research-gap for designing each module in the domain

of task-oriented spoken dialogue systems. Before providing the overview of each modular component, we first

highlighted characteristics of a typical modular SDS, i.e. task-oriented systems, domain ontologies, dialogue act,

an analogy of the uncertainties in dialogue with computer network scenario in the perspective of Hindi language.

Based on the modular architecture, the overall research in the area of statistical spoken dialogue systems is

focussed on constructing all the system components as statistical models with parameters learned directly from

the data by resolving various language-specific and language-independent challenges. After discussing the roles

of each component with existing state-of-the-art, the chapter has presented a framework named ‘SILPA’, which

establish the speech-based communication between the agent and the user.

The next chapter will provide a detailed description of an introduced HDRS corpus and the comparison of

several state-of-the-art SLU/DST models on it.



Chapter 3

HDRS: Language Understanding & State

Tracking

3.1 Introduction

In this chapter, we raise the key research questions that underlie the SLU and DST module in building a Hindi

dialogue system for restaurant domain:

The first challenge is in the SLU module [192],[89],[193] where the system should automatically identify the

Dialogue-Act (DA) of the user query (i.e. User-Act) [194]. It includes finding the User-Act type and then grab-

bing the slot-values corresponding to food, price and area in the dialogue. Let us consider the following user

query:

User :
“मुझे शहर के उत्तर भाग में एक उ चत मूल्य वाला रसे्तरां चािहए।”

(I want a restaurant in the northern part of the city with a reasonable price.)

The query belongs to DA Type=“inform” and provides information about the person’s preference regarding

“area” and “price range”. These are called ‘Slots’. The values are the entities associated with these slots, i.e.

“area”=“उत्तर” (north) and “price range”=“मध्यम” (moderate). Hence the corresponding DA of the query is

presented as: (i.e. inform(area=“उत्तर”, price range=“मध्यम”))

Hindi is a morphologically rich language containing lots of lexical variations. Some of the lexical variations

of the above user utterance in the corpus are:

1. "कृपया कर मुझे शहर के ऊपरी भाग में एक रसे्तराँ बताइये जसक क मत बीच क हो।"

(Please tell me a restaurant in the upper part of the city that costs in mid range.)
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2. "क्या आपके पास कोई ऐसे भोजनालय क जानकारी है जो ना ज्यादा महगंा और ना ही ज्यादा सस्ता और शहर के उत्तरी भाग में हो?"

(Do you have information about any restaurant that is neither more expensive nor more cheap and in the

northern part of the city?)

3. "मुझे शहर के ऊपरी भाग में एक ठीक ठाक मूल्य वाला रसे्टोरेंट चािहए।"

(I would like a reasonably priced restaurant in the upper part of the city.)

In all the statements, the user conveys similar intentions, and hence they should be mapped to the same DA.

The second challenge is in the DST module, where the system needs to keep its dialogue state updated using

the dialogue history [195–198].

In a traditional dialogue system pipeline, Spoken Language Understanding (SLU) and Dialogue State Track-

ing (DST) were separate. These trackers are prone to accumulating errors received from the SLU module as it

sometimes propagates unnecessary dialogue context. Subsequently, research on belief trackers gets focussed on

conceptualising SLU and DST as a single module [97–99]. To achieve better generalisation, these trackers rely

on hand-crafted semantic-dictionaries and delexicalisation. In papers [100, 24], Convolutional Neural Network

(CNN) based representation learning had been applied to learn relevant features from semantically-induced

word embeddings, e.g. PARAGRAM-SL9991, GloVe etc. to predict each state stochastically without relying

on any hand-crafted features.

Global-Locally self-Attentive Dialogue State Tracker (GLAD) was proposed as an improvement by em-

ploying an encoder with two separate modules: one for sharing parameters between the slots through a global-

module and other for learning slot-specific features through a local-module [103]. It helps in generalising the rare

slot-value pairs with few training examples. GLAD-DST is further extended by a different encoder Globally-

Conditioned Encoder (GCE) that avoid using inefficient recurrent and self-attentive layers in the encoder [104].

Although GCE had simplified the GLAD-DSTmodel, still requires a separate encoder to extract features in each

turn from the utterance, system action and the candidate slot-value pairs which causes high time complexity and

significant latency in the prediction. To mitigate this [105] proposed new augmentation of Global encoder and

Slot-ATtentive decoder (GSAT) in the Belief-Tracker architecture which efficiently handles the latency time

with approximately more than 20-times faster than the previous state-of-art DST models.

After the introduction of the contextual semantic word vectors such as BERT [102], DST models such as

BERT-DST [106] , Simple-BERT DST [107] and Slot-Utterance Matching for universal and scalable Belief

Tracking (SUMBT) [108] were introduced. These model architectures not only share the parameters among the

slot values but also provide the capability to extend new slot-values in the ontology during the testing phase.

The contribution of our work lies in the following aspects:
1Generated by injecting similarity constraints from the Paraphrase Database into GloVe [199]
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1. To release a Hindi dialogue corpus containing a large number of labelled dialogues on the restaurant

domain.

2. To provide the details of features, collection process and statistical analysis of the proposed corpus.

3. To show the performance over baseline models for SLU and DST tasks.

4. To compare the performance of state-of-the-art DST models over the released corpus.

The chapter is organised as follows: current Section 3.1 presents introduction of the chapter discussing

challenges of SLU and DST task and related work. Section 3.2 of the current chapter presents related work

and compares various dialogue corpora categories. Section 3.3 describes the features, collection process and

statistical analysis of the proposed corpus. Section 3.4 presents a brief description of baseline and state-of-

the-art DST models, whereas Section 3.5 gives details about the experiment performed on the released corpus.

Section 3.6 discusses the result and analysis. Section 3.7 concludes the chapter.

3.2 Related Work

In a data-driven approach, a new system can be developed by employing a new training corpus. However, any

generic approach may not perform well in situations where context-sensitive information is captured. Several

dialogue corpora have been released in the past. Depending on whether it is labelled using the structured anno-

tated scheme, these corpora can be categorised into two classes: corpora labelled with structured annotations

[54, 93, 109–113, 101]; corpora without semantic labels but having a specific goal during each conversation

[114–116]. However, they are limited in terms of proper annotations or built, focusing primarily on the English

language. The proposed corpus has been created to train a DST in a new language Hindiwith better annotations

and high language-variability with significant corpus-size.

Based on the way of collecting the conversations, existing datasets can be grouped into three major cate-

gories: Machine-to-Machine (M2M), Human-to-Machine (H2M) and Human-to-Human (H2H) conversations

[200]. M2M paradigm has the capability to generate an infinite number of dialogue templates with a simulated

user. These templates can then be transformed in natural-language with the help of either pre-defined rules

[201] or crowdsourcing M2M [112], Schema-Guided Dialogue (SGD) [113]. However, such a paradigm covers

all possible dialogue scenarios within a certain domain. It has some serious limitations. As all the conversa-

tions are engineered-up by the users and system bots, the system could easily hang on any unseen event, e.g.,

unforeseen flows, misunderstandings or repetitions [202]. Creating a good user-simulator is itself a very hard

task to make it right at the beginning.

The idea of H2M paradigm is to launch an initial system that interacts with the real users. One such system

is the Let’s Go Bus Information System [203] that leads to building similar system in the initial Dialogue State
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Table 3.1 Comparison of various datasets for task-oriented dialogue systems. (Hi=Hindi, En=English,
It=Italian, De=German and Cn=Chinese)

Name Type Language Avg # of
Turns

Total # of
Dialogues Description

ATIS Pilot
Corpus [54] H2H (spoken) En 25.4 41 First H2H spoken dialogue corpus on air travel planning and

booking domain.
CMU Comm.
Corpus [204] H2M (spoken) En 11.67 15,481 An H2M spoken dialogue corpus on travel planning and

booking domain.

DSTC-1 [93] H2M (spoken) En 13.56 15,000 First DST challenge of proposing H2M dialogue corpus on
bus-ride information domain.

DSTC-2 [94] H2M (spoken) En 7.88 3,000 DSTC on restaurant booking system with dynamic user-goal
and richer dialogue state challenge.

DSTC-3 [56] H2M (spoken) En 8.27 2,275 A dialogue corpus on tourists domain with the study
handling new slot-value during the testing.

DSTC-4&5 [95, 96] H2H (spoken) En, Cn 32 35 First DST challenge to provide H2H-type dialogue corpus
collected on tourist domain.

WOZ 2.0 [109, 100] H2H (typed) En, It, De 4 1,200 A dialogue corpus of conversations on restaurant domain.

Frames [110] H2H (typed) En 14.60 1,369 A goal-driven dialogue corpus on the travel domain provides
the challenge of complex decision-making behaviour.

KVRET [111] H2H (typed) En 5.25 2,425 A multi-domain dataset designed to investigate
conversation interface with an explicit knowledge-base.

M2M Corpus [112] M2M (typed) En 9.86 1,500 Machine-generated corpus with customised diversity and
coverage on movie and restaurant domain.

SGD [113] M2M (typed) En 20.44 16,142 Schema-Guided Dialogue (SGD) dataset, containing over
16k multi-domain conversations spanning 16 domains.

MultiWOZ [101] H2H (typed) En 13.46 8,438 A large-scale multi-domain dialogue corpus.

HDRS (proposed) H2H (typed) Hi 4.12 1,400 A Hindi dialogue corpus of conversations collected
on restaurant domain (in Allahabad - a city in India).

Tracking Challenges (DSTC), e.g. DSTC-1 [93], DSTC-2 [94] and DSTC-3 [56]. Provisioning of an initial

system (chicken-egg problem) limits this approach to be used in the improvement of the existing systems. Due

to the initial system’s limited capability, the users adapt to simpler utterances instead of expressing natural

sentences.

H2H is the most intuitive approach to build a natural conversational system trained on a large human-human

corpus. Based on this fact, several large-scale corpora have been released in the past, such as Twitter Conver-

sations [114], Ubuntu Technical-Support Dialogue Corpus [115], Reddit Conversations Corpus [205], Persona-

Chat [116]. Although these corpora are shown effective in generating interesting responses [206], due to the

lack of the explicit goal in the conversation, such corpora are hard to evaluate and struggle to generate consistent

and diverse responses [207]. ATIS corpus [54] is one of the earliest datasets, collected in H2Hmanner to design

a spoken dialogue corpus to study both speech and language components in Spoken Language Systems.

Recently, WOZ 2.0 [109, 100], FRAMES [110], KVRET [111], MultiWOZ [101] have shown the usefulness

of the WOZ approach in collecting high-quality typed conversations. The typed conversations corpora have an

advantage over the spoken corpora on measuring semantic understanding effectively rather than focussing on

robustness to ASR errors. In comparison with the H2M, e.g. CMU Comm., DSTC-1,2,3 corpora; H2H corpora

such as ATIS, DSTC-4&5, FRAMES, KVRET, WOZ 2.0, MultiWOZ, gave more freedom to the users to use

more sophisticated language as the users would quickly adapt to the system’s language understanding capability
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in the former. WOZ 2.0 [100] was the first to adopt this scenario with the typed-WOZ paradigm. In the area of

conversational system in the Hindi language, Sumit et al. [52] have proposed a Hindi dataset suitable only to

build a natural language dialogue generation module.

Table 3.1 presents the comparison of various task-oriented dialogue corpora. In the thesis, we aim to build

first Hindi dialogue dataset collected in H2Hmanner usingWizard-of-Oz paradigmwhich was initially proposed

by Kelley et al. [208] as an iterative approach to improve user experiences while designing a dialogue system.

 म� एक महगंा र�ेतरां खोज रहा हँू जहाँ राज�थानी खाना िमलता हो।

User

user utterance

turn-goals
 inform(food=राज�थानी)
 inform(price range=महगंा) Nil

System

नम�कार, �स�पा डायलाग �स�टम म� आपका �वागत ह!ै
म� आपक� इलाहाबाद म� मन चाहा र�ेटोर�ट चुनन� म� िकस
�कार सहायता कर सकती हू?ं

 hello()

system utterance

system-actions

 मुझे फक�  नह� पड़ता।

 inform(area=dontcare) Nil
 

यहाँ पांच महगें र�ेतरां ह� जहाँ राज�थानी खाना िमलता है
आप िकस इलाके म� खोज रहे ह�?

request(area)

 �या मुझे पता और फोन नबंर िमल सकता ह?ै

Nil  request(address)
 request(phone)

�रज़व� सीट शहर के क� � म� ह।ै

Nil

 शुि�या, अलिवदा।

Nil Nil

�रज़व� सीट का फोन नबंर 0532448620 ह ैऔर उनका
पता 12/22/1, मा�टर ज़हरोल हसन रोड, मुफड�गजं,
कटरा, इलाहाबाद ह।ै

Nil

turn-requests

Figure 3.1 A dialogue from the HDRS corpus collected on restaurant domain. Each turn, separated by the
dashed lines, contains a system utterance (yellow) followed by corresponding system-actions (green) as well as
user utterance (red) comes with the specified turn-goals and turn-requests (blue). Box with ‘Nil’ entry depicts
the unexpressed entity. Appendix C presents the translation of utterances expressed in the conversation.

3.3 Hindi Dialogue Restaurant Search (HDRS) corpus

The Hindi Dialogue Restaurant Search (HDRS) corpus is collected to promote research and development in

the field of Hindi dialogue system. In this work, it is used for the evaluation of various SLU/DST models. The

corpus revolves around a personwhose primary language is Hindi and is searching for a restaurant in Allahabad2.
2https://en.wikipedia.org/wiki/Allahabad

https://en.wikipedia.org/wiki/Allahabad
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It contains 1.4k handwritten dialogues collected usingWizard-of-Oz fashion. To the best of our knowledge, this

is the first attempt to release a Hindi dialogue corpus. The corpus is freely available at URL:

https://github.com/skmalviya/HDRS-Corpus

The corpus uses the details of 118 Indian restaurants. The details of most of the restaurants’ such as name,

phone, address, postcode, were altered. Table A.1 presents the distribution of restaurant database based on the

price range and area in Appendix A.

Figure 3.1 presents a sample system and user conversation from the corpus. The dialogues collected are

system-initiated. A single pair of system and user utterance is referred to as a turn. The Dialogue-Acts (DAs)

supported by the corpus are specified in the ontology (Table A.2 in Appendix A). The inform type DA applies the

restrictions (such as inform(area=“उत्तर”, price range=“मध्यम”)) by the user while searching the restaurant.

The request type DA are slots used to fulfil the request demands (such as phone, address, postcode, food, area

and price range).

The structure of each dialogue in the corpus is as follows:

1. dialogue_idx: A unique index for dialogue identification.

2. dialogue: It contains a collection of turns in a dialogue. Each turn is a pair of system and user utterance.

The information present in a turn consists of:

(a) turn_idx: A index value to identify a turn in a dialogue uniquely.

(b) transcript: The user utterance in written form.

(c) turn_label: The DA corresponding to the current user utterance.

(d) belief_state: The updated current state of the dialogue. The state summarises the history of the

dialogue to provide necessary details to choose the next move by the system [209]. Therefore it

maintains the DAs record.

(e) system_transcript: The system utterance in written form. The system utterance in the corpus either

conveys fetched information from the database or requests the user for more information to reach

the goal.

(f) system_act: The SystemDA corresponding to a system utterance. It can be either be empty when the

system utterance conveys only the information fetched from the database or consists of slot-value

pair that it wants to confirm/request. The System DA are helpful in capturing the context of the

previous turn.

Hindi is a morphologically rich language containing lots of lexical/morphological ambiguities. It becomes

a key challenge for DST models to detect the DAs and keep the dialogue state updated appropriately.

https://github.com/skmalviya/HDRS-Corpus
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3.3.1 Features of the corpus & their challenges

The Table 3.2 presents the list of HDRS features and their corresponding challenges in DST. These features are

elaborated as follows:

Table 3.2 HDRS corpus features and their challenges in the DST.

HDRS Features Example Description of the DST challenge
related to a slot

Morphological features
“मैं शहर के कें द्रीय भाग में बगंाली खाने को खोज रहा हँू।”

(I am looking for Bengali food in the central part
of the city.)

Area : “कें द्रीय”(central) is a morphological
variant of the word “कें द्र”(centre).

CodeMix features
“मुझे वे जटे रयन चािहए । क्या मुझे पता और पोस्ट कोड िमल

सकता ह?ै”
(I want a vegetarian. Can I have an address and

post code?)

Food : The word “वे जटे रयन” (vegetarian) is
an english word that should get mapped to

word “शाकाहारी” in Hindi.

Lexical Variations
“मुझे मध्यम रेंज में शहर के ऊपरी भाग में कुछ चािहए।”

(I need something of middle range in the upper part
of the city.)

Area : The word “ऊपरी” (upper) is the lexical
variant of “उत्तर” (north).

Echo-Words
“क्या आप िकसी ठीक ठाक मूल्य के रसे्टॉरेंट का पता तथा फ़ोन नबंर

दे सकते हैं ?”
(Can you give the address and phone number of a reasonably

priced restaurant?)

Price : The phrase “ठीक ठाक” (theek thaak)
is an echo word and it meaning is closer

to “मध्यम” (moderate).

Hidden Information
“मुझे एक रसे्तरां चािहए ध्यान रहे मैं गरीब हँू।”

(I want a restaurant in the north, remember that
I am a poor.)

Price : The word “मैं गरीब हँू” (I am poor)
indirectly indicates the low-cost

restaurant requirement.

Don’t care values “मेरी कोई खास पसंद नहीं ह।ै”
(I don’t have anything special.)

The phrase (“खास पसंद नहीं”) gives an indication of
“don’t care”, associated to any informable slot.

Newer slot values
“पूवर् के िकसी सस्ते रसे्टोरेंट का फ़ोन नबंर और पोस्टकोड बताइये

जो आलू भरे पराठे देता हो?”
(Give the phone number and postcode of a cheap
restaurant that serves potato filled parathas?)

Food: In the examples, “आलू भरे पराठे”
is a newer food slot that did not appear

in training dialogues.

• Morphological features: Hindi is very rich in inflectional morphology. There is usually a limit of 8-

9 inflected word forms of nouns in English [42], but in Hindi, it is more than 40 [43, 44]. As in the

case of Hindi verb, it exhibits grammatical information like gender, tense, number, person etc. through

inflectional suffixes. In a sentence from our corpus, e.g. “क्या आप मुझे काकेदा होटल का पता भी दे सकती हैं ?”

(Can you also give me the address of Kakeda hotel?), the verb phrase, “दे सकती हैं” (Can you give) provides

the information about the gender of the object “आप”, which in our case is feminine, but in English, the

verb phrase does not maintain this information.

• Code-mix features: Code-mixing is the mixing of more languages in the conversation. There are many

cases in the corpus where the user had expressed some words from English during the conversation.

(Example: “मुझे कम रेंज वाले रसे्तरां क तलाश ह।ै” (“I am looking for low range restaurants.”)) here the word

“रेंज” (range) is an English word which gives an indication of the cost. Therefore, in the belief state

tracking, the word “कम” (less) need to be associated with costing after the resolution of the codemix

[46, 49]
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• Lexical Variations: The way a language is spoken and written gets change from place to place. It leads to

the introduction of variations where the meaning of a sentence is same, but the way to express gets change

[45].

• Echo words: It is prevalent in an informal conversation where a meaningful word (“ठीक/theek” (moder-

ately fine) ) is followed by a rhymic non-meaningful word (“ठाक/thaak”) that adds a more general sense

to it. These words provide the speaker’s sense of vagueness into it [48].

• Hidden Information: It is prevalent in conversation that the people do not convey each and everything

they need; instead, they give an indication which makes it more interesting [47].

• Don’t care slot values: There are user utterances where the user’s reply is somewhat like: “मुझे परवाह नहीं

ह।ै” (I do not care). Here it becomes important to look into the context to know about which slot the value

is being associated with.

• Newer slot values outside the Training example: In the corpus, there are some slot values that are absent

in the training set but do exist in the testing set. This feature will help in testing whether the model is

capable enough to deal with the dynamic ontologies.

3.3.2 Corpus Collection

The corpus is collected in WOZ fashion [208, 210] using text as a medium during the conversation. As per the

WOZ settings [211], the user interacts with the system and is unaware of the fact that an operator controls the

system response.

Three pairs of connected systems were prepared for the data collection. For conducting the experiments, two

separate rooms were chosen: an outer room and an inner room. For each pair, one system was kept in the outer

room and another one in the inner room. In the experiment, three people were chosen as operators (Wizards)

for the systems in the inner room. The users, sitting in the outer room, were given instructions to interact with

the systems in the inner room.

The experiment is performed in the laboratory settings of a national academic institute. To experiment, three

experienced members of the laboratory were selected as operators (i.e., Wizards). One hundred fifty students

belonging to different states of the country were chosen to participate as users in the experiment.

Before starting the experiment, the users were shown the ontology. They were made aware of Inform and

Request type DAs. Some sample goals were also shown to assist them to understand their goals before starting

the conversation. Some of these sample goals were:
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Figure 3.2 User Portal for the WOZ setting. The portal displays all the previous utterances of the dialogue. A
text box is provided to fill the user utterance in written form that gets submitted on click of “Post” button.

Sample Goal 1: आप एक ऐसे रसे्तरां का पता जानना चाहते हैं जो शहर के उत्तर में है

और कम क मत का ह।ै”

(You want to know the address of a restaurant which is in the

north of the city and is of low price.)

Sample Goal 2: “आपको एक ठीक ठाक साउथ इं डयन रसे्तरां के फ़ोन नबंर क तलाश ह।ै”

(You are looking for the phone number of an average fine

South Indian restaurant)

During the experiment, the system at the user’s side displays the conversation until that point and a text

box for posting the user’s response, as shown in Figure 3.2. For writing the Hindi text quickly, the users and

operators were told to use Google Input Tool3. The users were informed that they need to be creative and should

cover many linguistic variations during the conversation.

The operator has access to the database entries for the list of restaurants. The user dialogue was labelled

manually by the operator on the fly. These labels are used by the system to fetch the entries from the database,

and using it operator frames their response (Figure 3.3). They were also informed to not only fetch the entries

from the database and present them in the sentence form to the user but also help the user by giving them sug-

gestions whenever possible, making the conversation engaging. For Example:

3Google Input Tool: https://www.google.com/intl/sa/inputtools/try/

https://www.google.com/intl/sa/inputtools/try/
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Figure 3.3 Wizard Portal for the WOZ setting. The portal displays all the previous utterances of the dialogue.
The text boxes are provided to fill the labels from user utterances manually. “Label Confirm” button saves the
labels and use them to fetch records from the database. A text box to fill the system utterance is also provided
that gets submitted on click of “Post” button.

User: “मैं खाने के लए सस्ते मद्दे क मत वाले रसे्तरां क तलाश में हँू।”

(I am looking for low-priced restaurants to eat.)

System: “सस्ता मूल्य सीमा में 22 रसे्तरां हैं। आप िकस तरह के भोजन में रु च रखते हैं ?”

(There are 22 restaurants in the low price range. What kind of food

are you interested in?)

The above example presents that the system had fetched 22 restaurants that satisfy the user’s needs. At this

stage, despite presenting the list of entries directly to the user, the system was made to engage by asking or

giving suggestions for choice.

Before beginning the experiment, the inter-annotator agreement was conducted on the operators for all DAs

over 450 turns. Fleiss’ kappa metric [212] was chosen that gave an average weighted kappa value of 0.980,

showing the least discrepancy among the annotators.

At a time, three parallel sessions were conducted. Each day, a target of collecting 10 dialogues per system

was set. The experiment was conducted for 48 days which led to around 1.44k dialogues. Finally, the collected

data was verified by the team members to check the following:

1. Consistency of the dialogue information with the database.
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2. Manual error (e.g. typos) by user and operators while writing Hindi sentences.

3. Irrelevant questions outside the scope of the system.

4. Task completion by the user in the conversation.

The dialogues with the minor problems were corrected, while the major ones were removed. After pruning,

the number of remaining dialogues were around 1.44k, which were truncated exactly to 1400 in order to gain

ease in the split. Finally, the corpus was split into three parts: the training part containing 800 dialogues, the

testing part with 400 dialogues and the validation part with 200 dialogues.

Table 3.3 Statistics of the HDRS corpus for Training, Testing and Validation data.

Properties Train Test Valid
Total #Dialogues 800 400 200
Total #Turns 3288 1645 830
Avg Turns per dialogue 4.11 4.11 4.15
Avg Tokens per user-utterance 8.41 8.53 8.18
Avg Tokens per system-utterance 12.19 12.34 12.00
#Dialogues with goal change 321 161 75

3.3.3 Statistical Corpus Analysis

Table 3.3 presents the statistics of the corpus. The following inferences are drawn:

1. On average, a dialogue in the corpus contains four pairs of the system and user utterances (i.e., the average

number of turns per dialogue is 4.11). The distribution of turns per dialogue in the dataset (as shown in

Figure 3.4) follows a normal curve. The number of turns ranges from two to nine. The similar distribution

is seen in all the three splits (i.e. training, validation, testing).
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Figure 3.4 Dialogue distribution based on the number of turns per dialogue.
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2. The average length of the system utterance is greater than the user utterance. Intuitively it is noticeable

because the user is asking queries which are usually short while the system utterance is a response to the

query and hence long.

3. The number of dialogues with goal change presents the number of dialogues where the user changes her

goal [94]. For example, a user starts with ‘महगंा’ (high price) restaurant in the dialogue but later switches

to ‘सस्ता’ (low price) restaurant by the end.

It is computed by comparing the belief state of the first utterance and the last utterance of the dialogue

corresponding to inform type DA. The following three scenarios are satisfied in the belief state of the

system to fulfil the demand presented in the user’s first utterance:

(a) The slot-value corresponding to the first utterance matches with the last utterance.

(b) The value corresponding to a slot in the first utterance is “don’t care”, but in the last utterance, it

stores value.

(c) The slot is absent in the first utterance, but in the last utterance, it stores value.

Similarly, the opposing case of user’s first utterance dissatisfaction indicates that the system has failed to

satisfy the demand of user mentioned in their first utterance. In these cases, the user has opted to choose

alternatives during the conversation.

As per Table 3.3, there are 40% of the dialogues where the users’ goals got changed. Hence the corpus

contains sufficient dialogue scenarios that are more natural and challenging for the dialogue state tracking.
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Figure 3.5 Dialogue distribution based on the first turn user utterance. The X-axis plots a tuples
(<food_value>,<area_value>,<price range_value>) corresponding to inform-typeDA. <food_value> can hold
any of the three values: ‘n’=‘none’ (i.e. user do not mention anything about food), ‘d’=‘dontcare’ (i.e. user
do not care about any specific food) and ‘v’=<some value> (i.e. user mentions the specific food). Simi-
lar is the case with other entries in the tuple. Example: nvv indicates inform{area=<'value'>, price
range=<'value'>}

4. Figure 3.5 presents the slot-value distribution in user’s first turn utterance across the corpus. It is observed

in the corpus that the most likely way a user starts the conversation is by informing the value of area and
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Figure 3.6 Dialogue distribution based on the user’s first turn query grouped based on age

price range (i.e. inform{area=<value>, price range=<value>} ). The next three likely way that

the user starts the conversation, are:

• Informing the value of food only (i.e. inform{food=<value>} ).

• Informing the value of food and area (i.e. inform{food =<value>, area=<value>}).

• Informing the value of food and price range (i.e. inform{food=<value>, price range= <value>}).

5. The corpus is collected from the people of three different age group. Figure 3.6 presents the slot-value

distribution in the first turn grouped by age. It is observed that the users belonging to age-group (18-23)

are mostly price-oriented that is they started the conversation by:

• Informing the value of area and price range (i.e. inform{area=<value>,

price range= <value> }).

• Informing the value of food and price range (i.e. inform{food=<value>,

price range=<value>}).

• Informing the value price range only (i.e. inform{price range=<value>} ).

The users belonging to age-group (24-30) are more food-oriented that is they started the conversation by:

• Informing the value of food only (i.e. inform{food=<value>}).

• Informing the value of food and area (i.e. inform{food=<value>,

area=<value>}).

The users belonging to age-group (31-35) are more area-oriented that is they started the conversation by:

• Informing the value of area and price range (i.e. inform{area=<value>, price range=<value>}.

• Informing the value of food and area (i.e. inform{food=<value>,

area=<value>}.
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Figure 3.7 Generic architecture of a neural belief tracker.

3.4 Dialogue State Trackers (DST)

In this section, we explain the task of DST followed by the discussion on baseline SLU/DST models and com-

parison of recently proposed DST architectures: (1) NBT-{CNN/DNN}, (2) GLAD, (3) GCE, (4) GSAT, (5)

Simple-BERT DST and (6) SUMBT, that are incorporated on our corpus.

In a task-oriented SDS, a DST generally estimates the distribution over the values Vs for each slot s ∈ S

based on the user input as well as the dialogue history up to that turn in the conversation. The task is defined

by an ontology, which comprises of informable (Sinf) slots and a set of requestable (Sreq) slots. In this way, the

dialogue state in each turn is comprised of turn-goals and turn-requests. Turn-goals are defined by the value

for each of the informable slots s ∈ Sinf. The value could either be a value v ∈ Vs, or one of the special values:

dontcare or none. On the other hand, Turn-requests are denoted by a subset of requestable slots S′ ⊆ Sreq,

indicate slot-values which user desire to know.

For elucidating the DST task, a dialogue from the corpus is shown in Figure 3.1. The user starts the conver-

sation by specifying a set of turn-goals as inform(price range=महगंा,food=राजस्थानी) in the first turn. In the

next turn, she adds constraint inform(area=dontcare) into the joint-goal in response to the system request

request(area). When the system conveys a restaurant choice to the user, she requests specific information

about that, e.g. request(address,phone).

In Figure 3.7, the generic architecture of a neural-belief-tracker is shown. A DST model consists of three

layers in general: encoding layer; decision-making layer and belief-updation layer, in a bottom-up fashion.

Encoding layer job is to encode and extract features from the input which are 1) System-Act4- word embeddings

for slot-name and its value (e.g. (food=गुजराती)) conveyed by the system previously, 2) User Utterance- a se-
4According to [100], our corpus allows system either to request the user to mention the value of a slot (e.g. “आप िकस प्रकार का भोजन

पसंद करेंगे?”) or confirm the a specific slot’s value (e.g. “मेरे पास कें द्र में एक हदैराबादी िबरयानी रसे्तरां ह।ै क्या आप उसमें रु च लेंगे?”).
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quence of word embeddings of the current user utterance and 3) Candidate-Pair (s:v)- word embeddings for the

slot-value (SV) pair being investigated currently by the model.

Next, the decision-making layer takes the encoded representation of the input and performs the task of

context-modelling [97] and semantic-decoding [195] to decide whether the candidate slot-value has been ex-

pressed or not [100]. Based on the decision, belief-updation layer finally updates the belief-state stochastically

or through a rule-based method.

3.4.1 SLU-Detached Dialogue State Tracking

The SLU-detached DST models take the semantic input from the SLU module and update the current belief

state using a rule-based tracker, such as basic and focus trackers [58].

Spoken Language Understanding (SLU)

In the pipeline of a dialogue system, the SLU component’s task is to convert the expressed words into a semantic

representation as required by the next components. The SLU components must have the capability in dealing

with a variety of natural language expressions and able to extract essential details such as slot-value constraints

and requested slots from a user utterance. For example, for a user utterance such as "मैं शहर के पूवर् मैं एक महगंा

रसे्टोरेंट ढंूढ रहा हँू। मैं इसका नाम, पता और फ़ोन नबंर चाहता हँू।" (I am looking for an expensive restaurant in the east

of the city. I want its name, address and phone number.) should be mapped to the mentioned constraints

inform(area=पूवर्,price range=महगंा) and requested slots request(name, address,phone).

We have used the extended Semantic Tuple Classifier (STC) based discriminative method as a baseline SLU

[195]. It considers the user utterance as a collection of n-gram features on which a multi-class SVM/SGD5

classifier is trained to detect the DA-type, and a set of binary SVMs/SGDs are trained to detect the expressed

slot-value pairs. The SVM classifiers are trained with the linear kernel, while SGDs are probabilistic classifiers

based on logistic regression.

At each turn, the input is constructed by combining the features of both user utterance U and the last system

act S∗. The user utterance U is converted to the feature vector where each element xi is the count of occurrence

of ith n-gram in the utterance, where n ranges from 1 to 3. A set of context features si are extracted from the last

system act, which is physically similar to user-act in the form of DA-type followed by a set of slot-value pairs,

e.g. (DA-type), (DA-type, slot), (DA-type, slot, value) and (slot, value) [194]. Finally, the context features zi

are concatenated with n-gram features xi to obtain the final utterance vector.

Thus the probability of a DA D of type DA-typej with a set of slot-value pairs sv ∈ S on a user response

u can be approximated by:
5SLU-Decoder : https://gitlab.cs.uni-duesseldorf.de/general/dsml/pydial3-public/-/tree/master/semi/

CNetTrain

https://gitlab.cs.uni-duesseldorf.de/general/dsml/pydial3-public/-/tree/master/semi/CNetTrain
https://gitlab.cs.uni-duesseldorf.de/general/dsml/pydial3-public/-/tree/master/semi/CNetTrain
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Figure 3.8 Architecture of RNN belief tracker with delexicalised CNN feature extractor.

P (D|u) = P
(
DA-typej |u

) ∏
sv∈S

P (sv|u)
∏
sv/∈S

(
1− P (sv|u)

)
(3.1)

where, P
(
DA-typej |u

)
is the probability jth DA-type on user input u, P (sv|u) denotes probability of a slot-

value pair sv. Both are generated by the classifiers trained earlier. For the resulting dialogue act to make sense,

they must follow certain validity constraints:

• For DA-types request, it must contain at least one unbounded slot, e.g. (address), (phone).

• For DA-types inform, it must contain a bounded slot, e.g. (price range=सस्ता).

Belief Tracking

Based on the decoded output of SLU, a simple rule-based approach can be utilised to track the dialogue state.

Two baseline trackers are used in the current work: (1) One-best (Basic) Baseline, (2) Focus Baseline [58]. For

each component of the dialogue, i.e. turn-goal, turn-requests, the basic tracker keeps a single hypothesis whose

value is highest up to the current turn. This simple non-statistical tracker has limitations of not accumulating

evidence and goal-constraints from the past turns. The focus baseline is made to deal with these challenges by

integrating the capability of evidence accumulation and handling the change of goal-constraints. As both are

rule-based trackers, they are not scalable to the larger and dynamic ontologies.
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3.4.2 RNN belief tracker with delexicalised CNN feature extractor

It is one of the first neural-based belief trackers [109] based on Henderson et al. [97]. At each turn, the belief

tracker takes delexicalised form of current user utterance and last system response, extracts the CNN derived

features and concatenate them to obtain the actual input feature vector as in:

fv,cnnt = CNN(u)
s,v (ut)⊕ CNN(m)

s,v (mt−1) (3.2)

where, ut, mt−1 are the current user and previous system utterances which are passed through the slot-value

specialised CNN operator CNN(·)
s,v(·), where each token is represented by an embedding of size N determined

from a one-hot input vector. The CNNoperator not only transforms the {user,system}-utterance into the encoded

representation but also helps in extracting n-gram-like embeddings for delexicalised slots and values based on

their position in the utterance through concatenating the Conv-1 and Conv-2 layer’s output, as shown in Figure

3.8.

For each user input, the belief tracker’s job is to maintain a multinomial distribution over values v ∈ Vs for

each information slots s as well as a binary distribution for all requestable slot-variables6. Thus, in order to track

the occurrences of slots and its possible values, each slot in the ontology7 requires its own specialised tracker. In

[109], the slot-specific tracker is implemented by the Jordan-type RNN over the CNN’s encoded features [213].

The probability fvt of each value v for a slot s is estimated from the corresponding RNN weights which takes

inputted the feature vector fv,cnnt concatenated with the last turn context in each iteration (turn t):

fvt = fv,cnnt ⊕ pvt−1 ⊕ p
ϕ
t−1 (3.3)

where, pvt−1 is the probability of value v expressed for slot s in the last turn t−1while pϕt denotes the probability

that the slot s is not mentioned by the user upto turn t. Collectively, the probability of a value v at turn t is

estimated through softmax on the updated pre-softmax activation gvt as below:

pvt =
exp(gvt )

exp(gϕ,s) +
∑

v′∈Vs
exp(gv

′
t )

(3.4)

gvt = ws · σ(Wsf
v
t + bs) + b

′
s (3.5)

where, pϕt−1 could be estimated by substituting gϕ,s for gvt in Equation 3.4. And vector ws, matrix Ws, bias

terms bs and b′s, and scalar gϕ,s are parameters.
6diff between information and requestable slots.
7mentioned above.
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Figure 3.9 CNN-encoder to transform a user utterance by three convolutional filters which extracts uni-gram,
bigram and trigram features.
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Figure 3.10 DNN-encoder to transform a user utterance into distributed representation through deep neural
layers.

The delexicalised belief tracker performance is highly dependent on a manually developed semantic dictio-

nary to identify an ontology term with all its lexical and morphological variations. Such coupled models are

not scalable to larger and dynamic dialogue domains.
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3.4.3 NBT-{CNN/DNN}

Removing the limitations of delexicalisation and dependency on domain-specific paraphrasing, NBT-{CNN/DNN}

was proposed in [100] with additional capability of leveraging semantic information from pre-trained word vec-

tors. The NBTmodel first encodes all the inputs to their corresponding intermediate representation. The current

user response U is encoded to a distributed representation ut by a CNN-encoder. The last system actions S∗,

candidate slot-value pair SV are converted to their word embeddings st and ct. In Figure 3.9, CNN-encoder is

shown, which performs convolution on a word-sequence with three parallel n-gram filters, i.e. unigram, bigram,

trigram. The context details mt (previous turn) and semantic information dt (current turn) are obtained by the

interaction of system-act representation st and candidate slot-value pair ct respectively with the current user

utterance ut which together used to make binary decision yt about the current slot-value pair.

Finally, getting the possible candidate slot-value pairs uttered by the user are joined to previous belief state

bt−1 to obtain the updated belief state bt:

bs
t = ψ(ys

t ,b
s
t−1) (3.6)

Here, ys
t is a vector, consists of probabilities of all the values v ∈ VS for slot s. There are threeways to implement

belief-state-update function ψ in NBT [100, 24], where the value-specific one-step markovian update method

deliver higher accuracy in our case. In this way, the NBT model checks for each candidate slot-value pairs

(exists in the ontology), and find out which have just been expressed in the user response. We have also shown

the results of belief tracking using a DNN-encoder, which transforms the user utterance through two hidden

layers: 1) cumulative n-gram representation layer, 2) summary n-gram representation layer into a distributed

representation (see Figure 3.10).
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Figure 3.11 GLAD-Encoder. H , C are hidden and contextual representations for input X , i.e. U , Si or SV.

3.4.4 GLAD-DST

The GLAD model also performs the DST task based on learning multiple binary classifiers for each slot-value

pair. The poor detection of rare slot-value pairs in a turn, causes erroneous state tracking. This DST model

resolves this issue by encoding the inputs user-utterance and previous system actions as well as slot-value under
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consideration with three separate GLAD encoders before inputting them to the decision-making and belief-

updation layers.

As shown in Figure 3.11, the GLAD encoder consists of two Bidirectional-LSTM (Bi-LSTM) [17] to capture

temporal features in the input through a global Bi-LSTM for sharing parameters between each slot and a local

Bi-LSTM to capture slot-specific features. The temporal features in the form of encoding are then summarised

through self-attention to extract contextual features for the variable-length input sequence necessary for NLP

tasks [214, 215]. The attention is also applied both globally as well as locally and then combined to produce

summarised context. For each input type, the encoder constructs both the hidden representation and context

summary:

Hutt, Cutt = encode(U)

Hsacti , Csacti = encode(Si)

Hsval, Csval = encode(SV)

(3.7)

where,H∗ and C∗ denote the hidden encoding and self-attention context of corresponding user utterance U , ith

system action Si and candidate slot-value pair SV to be evaluated (e.g. food=गुजराती)).

These encodings are processed by the decision-making and belief-updation layer to achieve an updated

belief state for the current turn over the dialogue. In GLAD-DST, the decision-making layer computes two

scores; action score (context-modelling) and utterance score (semantic modelling), that combinedly predicts

the probability distribution on the candidate slot-value pair. The GLAD needs to learn different parameters to

incorporate slot-specific information during the computation of temporal and context vectors. Thus, the lack of

a unified encoder is the major limitation of GLAD-DST.

Bi-LSTM Softmax

Figure 3.12 GCE-Encoder. H , C are hidden and contextual representations for inputX , i.e. (U, sk), (Si, sk) or
(SV, sk).

3.4.5 GCE-DST

Globally-Conditioned Encoder (GCE) basedDSTmodel is proposed as an improvement over GLADarchitecture

[103]. Instead of training different encoder for each slot, GCE employs an encoder with global conditioning on

the embedding vector of slot-type, i.e. food, area or price range. Thus the model becomes computationally
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less complex than the GLAD-DST. Except for the encoder, the rest of GCE-DST architecture is the same as

GLAD-DST.

In place of slot-dependent global as well as local recurrent and self-attention layers, GCE uses only embed-

ding vector of candidate slot s∗, as a conditioning vector to obtain temporal and contextual encodings as shown

in Figure 3.12. For kth slot, temporal representation Hk of input sequence X , i.e. user utterance or previous

system actions, is computed through Bi-LSTM as below:

Hk = Bi-LSTM(X ⊕ sk)

Ck = Self-Attn(Hk)

(3.8)

where, ⊕ is concatenation operator. sk is the word-embedding of kth slot to make decision about. Self-Attn()

learns attention parameters to extract contextual summary on the temporal features obtained earlier.

The GCE-encoder encodes the user utterance, previous system action and the candidate slot-value pair as

follows:

Hk
utt, C

k
utt = encode(U, sk)

Hk
sacti , C

k
sacti = encode(Si, sk)

Hk
sval, C

k
sval = encode(SV, sk)

(3.9)

The encoded features are given to decision-making and belief-updation layer to predict belief state same as

in GLAD-DST model.
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B-LSTM ReLU
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Figure 3.13 GSAT-Encoder. H , C are hidden and contextual representations for input U ⊕ S.

3.4.6 GSAT-DST

Although GCE simplified the GLAD architecture and limits the computational complexity up to a level, it still

has a substantial time complexity for real-world applications. This is due to the fact that both GLAD and GCE

use separate recurrent encoding modules processing user utterance, system actions and candidate slot-value pair

individually to generate their output representation.
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Global encoder and Slot-ATtentive decoder (GSAT) is proposed to overcome this computational complexity

and improve the prediction latency time [105] with maintaining state-of-the-art accuracy. This model carries

an encoder module and a set of slot-specific classifier (decoder) modules.

Unlike GLAD and GCE, GSAT-encoder takes the user-utterance U and a set of system-actions S together

and generates slot-specific input representation Hs context vector Cs in one go (see Figure 3.13) [105].

Hs = Bi-LSTM(U ⊕ S)

Cs = Self-Attn(Hs)

(3.10)

In place of modelling semantic and contextual details separately, GSAT-DST trains a decoder (classifier)

Zs to obtain the value distribution Vs of slot s as:

Zs =WsVs (3.11)

where, Vs = {v1, v2, ...} is distribution of values for slot s andWs are trainable parameters. softmax(Cs ·Zs)

is used to obtain the distribution of informable slots Sinf, whereas sigmoid(Cs ·Zs) derives the requestable slots

Sreq. Taking input in one go through the encoder as well as decoder remarkably faster in both training as well

as testing and hence improves DST’s overall performance.

3.4.7 Simple-BERT DST

Most of the Neural Belief Trackers have much complex architecture, leading to difficulty in implementing,

maintaining, and debugging the code. Most of them are none operative in the situation when the ontology is

dynamically changed. The Simple-BERT DST model [107] is very effective in handling the above issues. Also,

the number of parameters in this model does not grow with the size of ontology (i.e. increasing the values

associated with the slots in the ontology).

[CLS] Token	1 Token	N1... [SEP] Token	1 Token	N2... [SEP] Token	1 Token	N3... [SEP]

System	Utterance User	Utterance Candidate	Slot-Value	Pair

आप �कस �कार का भोजन पसंद कर �गे? मुझे बंगाली भोजन चा�हए food = बंगाली

BERT

Input	Layer

BERT	Encoder	Layer

Output	Layer
Linear	Layer

Relevance Score

Figure 3.14 Simple-BERT DST Architecture.
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The model architecture consists of two parts:

1. Encoding Layer: The input sequence (It) to this layer is a sequence of system-user utterance followed by

candidate slot-value pair, as shown in Figure 3.14. The input sequence is sent to the pre-trained BERT

model. The input It is represented as:

It = [CLS] St [SEP] Ut [SEP] Ct [SEP] (3.12)

Where St is system utterance,Ut is user utterance, andCt is slot-value pair. The input token sequence sent

to the BERT involves using [CLS] and [SEP] tokens as BERT-specific classification token and separator

token, therefore Xt looks as follows:

Xt = [CLS]<Sys-utt>[SEP]<User-utt> [SEP] <s-v pair> [SEP]

For example:

Xt = [CLS] आप िकस प्रकार का भोजन पसंद करेंगे [SEP] मुझे बगंाली भोजन चािहए [SEP]

food=बगंाली [SEP]

BERT is a language representation model that uses a multilayer of Transformers [214]. The pre-trained

BERT model [102] trained over large unlabelled corpora is used for encoding. It produces an output

representation corresponding to each input token. The first [CLS] token is a special classification token,

and the output vector obtained by the BERT corresponding to it is used as an aggregated representation

of the sentence.

2. Decision Making Layer: The encoded output vector obtained corresponding to [CLS] token (i.e. h0) is

passed through the neural layer with sigmoid activation function:

y = σ(Wh0 + b) (3.13)

where W and b are model parameters corresponding to each slot-type. The candidate slot-value pair is

relevant if the output of the network (y) is at least 0.5

The belief state is updated based on this new slot-value pair prediction. Example: Let us suppose that in the

current turn, the slot-value pair food=‘बगंाली’ is predicted. If the dialogue state does not have a value associated

with food in the belief state, then food=‘बगंाली’ will be added to the belief state, but in case the slot-value pair

food=‘पजंाबी’ already exists, then, in that case, the belief state is updated with food=‘बगंाली’.
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Figure 3.15 SUMBT Architecture.

3.4.8 SUMBT

The neural belief trackers discussed so far have modelled the trackers that are domain and slot dependent. They

hold a major drawback to not adding extra slot values to ontologies, and it leads to creating a rigid domain

ontology setup [216]. This problem is tackled by Slot-Utterance Matching for universal and scalable Belief

Tracking (SUMBT) [108]. It uses the attention mechanism over the user utterance for learning the appearance

of domain slot-type and slot-values. For example: In our case, consider a domain slot-type (‘restaurant-area’),

the SUMBT finds the appearance of slot-value (‘centre’) type in a pair of system and user utterances. The

attention mechanism uses a contextual semantic vector formed through BERT [102].

The architecture of SUMBT contains three components (shown in Figure 3.15):

1. Encoding Layer: It is the first layer of the model where the pre-trained BERT model [102] is applied to

obtain contextual semantic vectors. Using the BERT encoder, the following encoded vectors are obtained

for turn t: system-user utterance vector (Xt), domain slot-type vector (Qs) and target slot-value vector

(i.e. yvt ).

Xt = BERT([St ⊕ Ut]) (3.14)

2. Attention Mechanism Layer: The multi-head attention [214] is performed that uses domain slot-type

vector (Qs) as a query matrix Q. It focusses on user-system utterance vector (Xt) represented as a key
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matrix K and value matrix V. These attention vectors is represented by (hst ) using:

hst = MultiHeadAttention(Q, K, V) (3.15)

3. Belief-State Updation Layer: The previous belief state (bst−1) and the current turn (hst ) of the dialogue are

needed to model the current belief state (bst ) of the turn (derived in Equation 3.16). RNN, LSTM, GRU

or Transformers can be used as a modelling function (ψ). The belief state obtained is then passed through

normalisation layer to output the predicted slot-value vector (ȳst ):

bst = ψ(bst−1, h
s
t ) (3.16)

The model is trained to minimise the distance between the predicted slot-value (ȳst ) vector and the target

slot-value (yvt )vector. The distribution corresponding to slot-value (vt) is shown as:

p(vt|Xt, s) =
e−d(ȳst ,y

v
t )∑

v∈Cs

e−d(ȳst ,y
v
t )

(3.17)

The distance used are Euclidean distance and Cosine distance. At last, the model is trained using log-

likelihood based loss estimation (Equation 3.18), where s and t represent domain slot-type and dialogue

turn, respectively:

L = −
∑
s∈D

T∑
t=1

log p(vt|Xt, s) (3.18)

3.5 Experiments

3.5.1 Word-Embeddings

We use the AI4Bharat-IndicNLP8 Corpus to train various word-embeddings models for the experiment [217].

It is a set of large-scale, general-domain monolingual corpora for 10 Indian languages. Hindi monolingual

corpora, consists of 62,961,411 sentences and 5,322,594 types of unique words, is collected mainly on news

domain and Wikipedia that covers contemporary use wide range of topics on the Hindi language.

In this work, we use fixed, non-contextual word-embeddings, i.e. Word2Vec, GloVe, FastText. Word2Vec

has established the state-of-the-art of word-embeddings in NLP tasks and showed the way to train word vectors

through neural-networks [218] based on local context window methods. The GloVe makes the efficient use

of statistics on global word-to-word co-occurrence matrix [219]. On the other hand, FastText is capable of
8https://github.com/AI4Bharat/indicnlp_corpus

https://github.com/AI4Bharat/indicnlp_corpus
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integrating subword information in the form of character n-gram embeddings [220] which is beneficial for

morphologically rich languages. Standard embedding size 300 is applied to all word-embedding models.

We train both CBOW and SG word-embedding models over Word2Vec as well as FastText. Based on the

suggestions in [217, 221], the training hyper-parameters are set for ten epochs with a window size of 5, minimum

token count of 5 and negative sampling of 10 for both Word2Vec and FastText models. For the GloVe model,

the same parameter setting for training iterations, window-size, minimum token count are used. To investigate

the behaviour of different DSTmodels without any pre-trained embeddings, we utilise XAVIER (random) word-

vector for the evaluation.

3.5.2 Metrics

Accuracy of the SLU models are estimated on precision, recall and F-1 score where precision refers to the

percentage of the results which are relevant, recall refers to the percentage of total relevant results correctly

decoded by the semantic decoder. If X is the set of reference output and Y is denotes the set of predicted output,

the F-1 score is calculated by:

F-1 score = 2|X ∩ Y |
|X|+ |Y |

(3.19)

where, X = (DA-typeref ∪ svref )

Y = (DA-typeout ∪ svout)

The DST models are evaluated on joint-goal and turn-request accuracy. During the evaluation of each turn,

the joint-goal is obtained through accumulating the turn-goals. In the belief tracking process, current turn-goal

specification takes precedence over the previously specified value for a slot. For example, suppose the user

mentions food=गुजराती in the current turn. If the slot food has not been specified before, then the food=गुजराती

turn-goal would be added to the joint-goal. Otherwise, any previous specification (such as food=मराठी) is

replaced by it.

Table 3.4 Implementation details for various DST models. The Learning-Rate is used with Adam optimiser.

Models Learning
Rate Dropout Batch

Size Epochs

NBT-DNN 1e-3 0.5 256 400
NBT-CNN 1e-3 0.5 256 400
GLAD 1e-4 0.2 50 400
GCE 1e-4 0.2 50 400
GSAT 1e-3 0.2 32 150
Simple-BERT 2e-5 0.1 16 25
SUMBT 5e-5 0.1 4 300
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3.5.3 Implementation Details

Only NBT-{CNN/DNN} is implemented using the TensorFlow [222], and the rest are based on the PyTorch

library [223]. Word-embedding size for each DST model belong to category-1 is set 300. All the DST are com-

pared on a set of pre-trained word embeddings, i.e. GSAT-{CBOW,SG}, FastText-{CBOW,SG} and GloVe.

All DST-models hyper-parameters are tuned on a separate validation set. In order to have a fair comparison, all

the DST models are experimented with 10 different random initialisation, and the accuracies shown in Section

3.6 are the mean of them.

Table 3.4 shows the implementation details of various DST models. Both NBT-CNN and NBT-DNN are

trained by Adam optimiser (lr=0.001) with 0.5 dropout, and batch-size 256 for 400 epochs, and loss is estimated

through softmax cross-entropy with logits similar to [24]. On the other hand, GLAD and GCE are optimised by

Adam (lr=0.0001) with 0.2 dropout to learn the hyper-parameters for 400 epochs, and 50 batch-size and binary

cross-entropy is used to calculate the loss for both [103, 104]. Similarly, GSAT also uses Adam optimiser

(lr=0.001) with 0.2 dropout between the layers. It learns through the batch-size of 32 for 150 epochs.

In category-2, a pre-trained multilingual BERT model9, having 12 layers of 784 dimension and 12 attention

heads, is used in both Simple-BERT DST and SUMBT models. Simple-BERT DST is trained using BertAdam

optimiser (lr=2e-5) with batch-size 16 for 25 epochs, and loss is estimated through cross-entropy. On the other

hand, SUMBT employs the configuration of 4 multi-head attention of 784 hidden size. In the belief tracker, a

single-layered LSTM, GRU and Transformer with the hidden size of 300 are employed. The maximum input

sequence length of 64 is chosen. This model is also trained using BertAdam optimiser (lr= 5e-5) with batch-size

4 for 300 epochs, and loss is estimated using the Euclidean distance metric.

Table 3.5 Precision, Recall and F-1 score of SLU-models.

SLU-Models Precision Recall F-1 score
SGD 83.15 33.48 47.74
SVM 91.52 34.06 49.57
Delexicalised-CNN+RNN 98.15 57.43 72.46

3.6 Results & Discussion

First, we show the performance of baseline SLU models on our corpus. Table 3.5, presents the results obtained

through SVM/SGD decoders and delexicalised-CNN based SLU models. It is evident that the neural-based

semantic decoders are more capable of detecting the DA-type and slot-values from a user utterance than the

simple tuple classifiers.
9Bert-base-multilingual-cased : https://huggingface.co/bert-base-multilingual-cased

https://huggingface.co/bert-base-multilingual-cased
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Table 3.6 Comparison of all DST models on Joint-Goal accuracy.

Category DST-Models Joint-Goal

Baselines

SGD-Focus 66.61
SGD-Basic 62.63
SVM-Focus 67.96
SVM-Basic 62.37
Delexicalised-CNN+RNN 72.40

Category-1

NBT-DNN 61.50
NBT-CNN 69.00
GLAD 74.71
GCE 74.52
GSAT 83.25

Category-2
Simple-BERT 68.75
SUMBT+Transformer 72.40
SUMBT+LSTM 75.14
SUMBT+GRU 77.14

Table 3.7 Comparison of Category-1 DST models on joint-goal accuracy. Where, W2V=Word2Vec,
FT=FastText, CBOW=Continuous Bag-of-Words, SG=Skip-Gram

DST-Models XAVIER GloVe W2V-CBOW W2V-SG FT-CBOW FT-SG
NBT-DNN 42.70 53.90 52.90 54.90 57.40 61.50
NBT-CNN 50.50 59.10 64.10 67.30 66.67 69.00
GLAD 51.67 63.65 66.87 72.83 68.33 74.71
GCE 52.31 65.11 68.45 72.10 70.52 74.52
GSAT 56.78 72.16 69.48 75.62 72.40 83.25
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Figure 3.16 Slot-accuracy comparison of the DST models on prediction of (a) values+dontcare+none, (b) val-
ues, (c) dontcare and (d) none.
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Table 3.8 Comparison of Category-1 DST models on turn-request accuracy. Where, W2V=Word2Vec,
FT=FastText, CBOW=Continuous Bag-of-Words, SG=Skip-Gram

DST-Models XAVIER GloVe W2V-CBOW W2V-SG FT-CBOW FT-SG
NBT-DNN 80.70 79.50 82.10 71.20 73.20 81.60
NBT-CNN 85.60 83.50 86.50 87.00 75.80 91.50
GLAD 95.44 95.01 95.56 95.74 95.56 95.38
GCE 95.02 94.95 94.77 95.08 96.35 94.77
GSAT 95.08 96.05 95.01 95.38 96.11 96.17

The joint-goal performance of the category-1 models is shown in Table 3.7 with a comparison on various

word embeddings. We can observe that there is an evident influence of embeddings on the joint-goal accuracy.

FastText based skip-gram embedding shows higher performance. The reason is that FastText-SG performs

well for a morphologically-rich language as it takes into account the internal structure of words while learning

word representation [220]. From the table, we also observe that the DST models trained on skip-gram based

word embeddings comparatively achieve higher accuracy as it captures rare words better than CBOW or GloVe.

Whereas, XAVIER embedding has obtained the lowest accuracy as it doesn’t have the capability to show any

proximity between two similar words.

Among all, GSAT has obtained the highest joint-goal accuracy consistently on all embeddings as it jointly

encodes the user-input, system-actions and candidate slot-value pairs with better hidden representation and self-

attention layers. Performance-wise, GLAD and GCE are close to each other. NBT with CNN-encoder gives

better results over the DNN-encoder as its convolutional filters generates a better representation of user utterance.

The Category-2 models are more robust towards new slot values compared to Category-1. It is being verified

by tracking the performance of food slots which were not present in the training and validation dataset, such as:

‘देशी’ (Deshi), ‘लखनवी’ (Lakhnawi), ‘आलू भरे पराठे’ (Aalu bhare parathe)in the testing dataset. On comparing the

joint-goal accuracy of both models, the GSAT (Category-1) shows the accuracy of 0%, whereas Simple-BERT

DST (category-2) models shows an accuracy of 62.5%. The GSAT (Category-1) can not predict any of the

newer slot values as the model uses the static ontology, and hence the output corresponding to the newer slot

value is worse. On the other hand, Simple-BERT DST performed quite well in such predictions. However, the

dynamic-ontology-based models make some mistakes in capturing the slots whose values are “dontcare”.

On comparing the joint goal accuracy of the models in category-2 (see Table 3.6): SUMBT outperforms the

Simple-BERT DST. The SUMBT has an attention mechanism working over the encoded system-user utterance

that focusses on the domain slot-type and slot-values. It led to improved performance of the SUMBT model.

Table 3.8 refers to the turn-request performance of the category-1 models. It is observed that GLAD, GCE

andGSAT are close to each other in predicting the request slot with an approximate accuracy of≈ 95%(±1). The

reason is that predicting a requestable slot is much easier than predicting an informable slot due to infrequent
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Figure 3.17 Comparing the joint-goal accuracies of DST models on various scale of training data sampled at
{20%, 40%, 60%, 80% and 100%}.

and low-variation of request slot-value in a turn. In contrast, the NBT-{CNN/DNN} obtain low accuracy in

turn-request prediction.

In order to facilitate the comparison of the results for DSTmodels trained on the different amount of training

data, the joint-goal accuracy curves are plotted in Figure 3.17. As the training-data size increases, the model

accuracies increases monotonically indicating the importance of size of corpus on the accuracy. GLAD and

GCE models are here also close to each other. GSAT is found to be higher than the others on each scale. For a

smaller training dataset, the plot of SUMBT performance is closer to GSAT.

Now, we compare the performance of DST models in predicting the different slot-values (i.e. dontcare,

none, values) as shown in Figure 3.16. GSAT achieves highest slot-accuracy for any slot-value combination.

Based on the decreasing order of slot accuracies in Figure 3.16a-3.16b, the DST models can be ordered in the

sequence: GSAT>SUMBT>GCE>GLAD>Simple-BERT>NBT-CNN>NBT-DNN. For the dontcare value,

the slot-accuracies of the models corresponding to food slot are comparatively lower than the area, and price

range as the distribution of values in food is higher compare to dontcare. The slot-accuracy in predicting the

none value is shown in Figure 3.16d where the models are showing similar performance.

Table 3.9 Average time required in one epoch for each DST model (in seconds).

DST-Models Avg Time per epoch (sec.)
NBT-DNN 420
NBT-CNN 35.5
GLAD 150
GCE 100
GSAT 4.5
Simple-BERT 5827
SUMBT+GRU 175.5
SUMBT+LSTM 178
SUMBT+Transformer 202
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All the models are executed under the same environment and hardware (single Nvidia Quadro K6000 12GB

GPU). Based on the implementation and approach, the pre-processing and post-processing of each model can

vary. Hence, we compare the models only on the time taken to execute in one epoch after it is loaded and

ready to be executed. The Average time taken in one epoch for all the models is shown in Table 3.9. As NBT-

{CNN,DNN} train separate tracker for each slot, their time-complexity needed to be estimated for each slot

individually. For NBT-DNN, per-epoch average times are 90, 134, 96 and 100 seconds respectively for request,

food, price range and area slots. Similarly for NBT-CNN, these times are 7, 13, 7.5 and 8 seconds. Hence, NBT-

DNN and NBT-CNN take approximately 35.5 and 420 seconds per epoch. Moreover, GLAD, GCE and GSAT

take 150, 100 and 4.5 seconds respectively per epoch under the same hardware configuration. GSAT takes the

least amount of time for training one epoch due to its fast encoding process. On the other hand, Simple-BERT

takes a large amount of time to train a single epoch as it generates and processes negative examples to the size

of ontology in each turn.

Table 3.10 Comparison of HDRS and WOZ 2.0 during the training with and without a language specific pre-
trained embedding on joint-goal (%) accuracy.

HDRS (Hindi) WOZ 2.0 (English)
Embedding

Layer
FastText

(IndicNLP Corpus)
Embedding

Layer
FastText

(Common Crawl)
56.80 83.25 88.70 87.30

Handling morphological properties is one of the major issues in building natural language processing appli-

cations in the Hindi language [44]. To prove the argument, we performed an experiment where the GSAT-DST

model is trained on both in Hindi & English corpora under two cases where: 1) Both are trained on language-

specific pre-trained embeddings; 2) Both are trained without any pre-trained embedding with an inbuilt embed-

ding layer in the GSAT model.

From Table 3.10, we can observe a significant difference in joint-goal accuracy of HDRS (Hindi) in com-

parison to WOZ 2.0 (English) when trained on with/without a language-specific pre-trained embedding. In

WOZ 2.0, the joint-goal accuracy does not change much when using the pre-trained embeddings in place of

non-pretrained embeddings. But, for HDRS (Hindi), there is a significant difference in the joint-goal accuracy

when using pre-trained embeddings (FastText-IndicNLP). Because the FastText captures sub-word information

that is critical for representing the information in a morphologically-rich language. Hence the performance

for morphologically rich language, e.g. Hindi, will show a significant rise when using a pre-trained FastText

embedding in place of non-pretrained embedding.
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3.7 Summary

This chapter has described the proposed Hindi Dialogue Restaurant Search (HDRS) corpus and compared vari-

ous state-of-the-art SLU/DST models on it. First, a brief discussion on the collection of HDRS corpus through

WOZ and its various features with corresponding challenges is given, then compared various language under-

standing and dialogue state tracking models on it. Among 1.4k dialogues in the corpus, there are 40% dialogues

where the user changes his/her goal. It signifies how natural and challenging the data is for the dialogue state

tracking task.

The chapter has pointed out the significance of a DST architecture that jointly performs the task of language

understanding and dialogue state tracking. To prove this, both SLU-detached and SLU-joint DST models are

investigated on the proposed dataset. Neural models for the DST, i.e. RNN-CNN, NBT-{CNN/DNN}, GLAD,

GCE, GSAT, Simple-BERT and SUMBT, have also been explored to show their performance. Here RNN-CNN,

NBT-{CNN/DNN}, GLAD, GCE, GSAT are the Category-1 DST models which utilise explicit pre-trained

embeddings such as GloVe, Word2Vec-{CBOW, SG}, FastText-{CBOW, SG}, while the Category-2 DST-

models, i.e. Simple-BERT DST, SUMBT, use the pre-trained multilingual-BERT encoder. Category-2 can

handle dynamic ontology; hence suitable for the dialogues where domain-ontologies get updated frequently.

In addition, the performance of DST models on HDRS (Hindi) and WOZ 2.0 (English) is compared, and a

significant difference in the joint-goal accuracy is observed when non-pretrained embeddings are used in both

cases. It shows the importance of pre-trained embeddings in NLP tasks for morphologically rich languages, e.g.

Hindi.

The next chapter will present the approaches of dialogue policy, a central component of the SDS pipeline,

with a specific focus on modelling dialogue in terms of the dialogue state, the system’s action and the reward

under the reinforcement learning paradigm.



Chapter 4

Modelling Dialogue Management through

Reinforcement Learning

4.1 Introduction

As defined in Section 2.4, it is the job of the dialogue manager to control the flow of the dialogue. A simple

approach to realise this is defining a set of rules that the system would follow during the dialogue. Such systems

are generally system-directed, where the dialogue manager attempts to control the discourse by asking the user

question, which the user then answers [224]. Initially, some dialogue managers are based on a similar structure

[15], uses VoiceXML1 [225, 226] to implement the rule-based functional specification.

Researchers found an alternative approach to build a rule-based system known as frame-filling or form-

filling [119]. Distinctively, it decouples rules for handling user input, e.g. slots, from those maintaining the

dialogue flow, e.g. fillers. During the discourse, a collection of slots, called a frame or form, will be filled with

the values provided by the user. Ultimately, the complexity of these systems is expressed in terms of slots and

the number of values they support. It also supports the user initiative way of interaction [224].

The form-filling approach of rule-based systems is further extended to the agenda-based dialogue manage-

ment framework [227]. It is more flexible and supports more complex dialogues scenarios. Onemajor limitation

of all rule-based systems is that they require a separate error handler to detect speech-understanding errors and

provide a strategy to deal with them [228]. They also do not support the automatic optimisation of the dialogue

manager.

Recently, it has been shown that statistical methods [121–124] can resolve the limitations of the rule-based

approaches. Probabilistic methods in dialogue management can model uncertainty in the system’s belief state

and map it into a distribution over sets of system action. It helps the system to be more robust towards various
1VoiceXML: https://www.w3.org/TR/voicexml20/

https://www.w3.org/TR/voicexml20/
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noisy conditions. A dialogue policy can be implemented as a classification task that trains on dialogue corpus

data. Such dialogue managers are highly portable and extendable across different domains.

However, supervised learning of dialogue management faces severe sparsity issues as the dialogue domains

are usually exponential in the number of distinct instances they can generate. Even a very large dialogue corpus

would represent only a tiny fraction of the total set of plausible dialogues. Hence, a significant amount of

abstraction is required to limit the space of dialogue behaviour that can be learnt. However, leveraging such

supervised behaviour does not guarantee that it would lead to a successful dialogue [125].

An alternative is to use Reinforcement Learning (RL), where the dialogue interaction is considered as a long-

term planning task with optimising its action selection policy with respect to an objective measure [126]. Unlike

the supervised learning models, where the dialogue manager’s behaviour is restricted to the type corpus used, a

dialogue manager using RL can explore all possible behaviour. Several statistical approaches have been utilised

to learn the dialogue policy, i.e. Point-based methods [128, 2], Gaussian-based methods [124]. However, they

are found to be effective for modelling relevant, reachable belief states, but they are unable to scale to sizeable

state-action space.

As the number of possible dialogue states can be very large, complex and universal approximation functions,

such as Neural Networks (NNs), i.e. Policy-gradient methods, Deep Q-Network (DQN), Deep Reinforcement

Learning (DRL), have been used recently for dialogue policy modelling [130, 229, 230]. Although DQN has

resolved the scalability issues of the dialogue policy learning with high convergence capability, they are typically

slow gradient-based methods due to low sample efficiency. Advantage Actor-Critic (A2C) methods achieve

better performance as they acquire the positive aspects of both value-based and policy-based methods. Due to

based on the on-policy RL methods, such policy learning methods suffer from low sample efficiency [231].

In this chapter, we have explored and investigated the current state-of-the-art methods of policy optimisation

for a task-oriented dialogue system. Inspired by [231], we present a new method that combines the strength of

Experience-Replay (ER) in A2C policy learning for better dialogue modelling. As an actor-critic, it uses both

value-based (critic) and policy-based (policy) functions for policy learning to handle high-variance data. We

show that incorporating experience-replay not only makes the method sample-efficient (hence speed up policy

learning) but also improve the overall success rate and episodic reward. To carry out the experiments, we adapted

the agenda-based user simulator [122, 232] for the Indic language (i.e. Hindi) environment. The contributions

lie in the following ways:

1. We incorporate the Advantage Actor-Critic with Experience Replay (A2CER) algorithm [231, 233] for

dialogue policy learning which has recently been shown to be performing well on simple gaming envi-

ronments.
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2. We compare its performance with other state-of-the-art methods on a dialogue task with discounted (de-

layed) rewards in the Hindi language.

3. For better user experience in on-line policy learning, the models are demonstrated to utilise a demonstra-

tion data (HDRS [1]), achieving improved early-stage performance.

4. We also compare the performance of the methods through a human evaluation.

The rest of the chapter is organised as follows. We first discuss the use of Reinforcement Learning (RL)

in dialogue management, exploring all possible behaviour in the dialogue (in Section 4.2). Then, Section 4.3

provides the overview of dialogue policy optimisation methods (e.g. value-based and policy-based methods)

and the taxonomy of RL methods based on different dimensions and characteristics. Section 4.4 presents the

proposed A2CER algorithm that describes the advantage of using ER on A2C policy learning method. Then, in

Section 4.5, we describe experimental setups comprising domain-ontology, user simulator, reward estimation

criteria and configuration of the models to be compared. The result and discussion of extensive evaluation is

given in Section 4.6. Finally, the conclusions and future work directions are given in Section 4.7.

4.2 Reinforcement learning in dialogue management

RL is a subfield of machine learning whereby the agent (the machine) learns from interaction with the environ-

ment. In a situation, the agent observes the environment represented by a state and determines which action

to take and receives a reward. The agent aims to take a sequence of actions that lead to the highest total (or

expected) reward. In the last decade, many research works have shown the usefulness of the RL framework in

dialogue applications [128, 234, 235, 2], especially under the framework of Partially Observable Markov De-

cision Processes (POMDPs). The definition and training methods of POMDPs are discussed in the following

paragraphs.

POMDPs are considered to be the generalisation of Markov Decision Processes (MDPs) [236, 237]. It mod-

els an agent operating in a world in which it is assumed that the system dynamics are decided by anMDP, but the

agent can not directly observe the underlying state. An MDP is defined as a mathematical framework formal-

ising the interaction of an agent with a stochastic environment [238, 239]. Mathematically, it is represented by

a tuple {S,A, T,R, γ}, where S denotes set of all states, the agent can be in, and A are possible actions, it can

take, T : P (st+1|st, at) represents the Markovian state transition function, R: r(st, at) defines the immediate

reward, and γ is a geometric discount factor for limiting the influence of future rewards during the cumulative

reward estimation at the current state.

In the MDP setting, the goal is to find a policy π which selects an action at each state, π : S → A, where

the state in the environment is fully observable. Ideally, the policy’s goal is to determine an action given on the
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entire history so far, consisting of all previous states and actions. However, due to the high complexity of long

sequences, it is often intractable in real situations. The state is assumed to satisfy theMarkov property to handle

this issue and bound to depend only on its previous state.

Considering as a stochastic process, the policy can either be conditional distribution π(a|s) or deterministic,

which is π(s) = a. In order to make a decision, the policy’s objective is to maximise the expected discounted

reward, Rπ
t , which is the sum of discounted rewards from time t upto a potentially infinite horizon:

Rπ
t =

∞∑
i=0

γirt+i+1 (4.1)

where, the discounted factor γ ∈ [0, 1] is used to reduce the importance of the reward received at the later

steps. The MDP framework offers a model for dialogue management that not only makes a dialogue manager

less dependent on the domain but also trainable from a given data. It can be used to build real-world spoken

dialogue systems with enough approximations [127]. However, the MDP does not have the ability to deal with

the corrupted Automatic Speech Recognition (ASR) [15], Spoken Language Understanding (SLU) [83, 1] and

Dialogue State Tracking (DST) [1] outputs due to different levels of noisy conditions and the inherent ambiguity

of the natural language. Its assumption on the full observability of the dialogue states prevents it from keeping

track of alternative dialogue states during the dialogue. It leads to POMDPs, which models the dialogue state

as a latent variable estimated on the noisy environment. Therefore, it offers a principled mathematical model

for agents to perform in a non-deterministic way under partial observability, making it suitable for handling

real-world sequential decision tasks.

A POMDP is defined as a 7-tuple {S,A, T,R,Ω, O, γ}, where {S,A, T,R, γ} is the underlying MDP, Ω

is the set of observations (alternative states), and O: P (ot+1|st, at) is the observation probability. It can be

represented as a Dynamic Bayesian Network, as given in Figure 4.1. All the tuple variables and connections

between them in the dialogue scenario are discussed below:

• State: A state s ∈ S consists of all the relevant information captured from the environment (user). In

contrast to MDP, the states are hidden in POMDP and must be inferred from the observation o ∈ O. Due

to its dependency on the number of entities in the domain’s ontology which is usually large-scale, the

state-space dimensionality becomes a factor of vital importance in a real-world SDS. Therefore, efficient

approximation techniques must be incorporated to deal with this “curse of dimensionality”.

• Observation: In POMDP, the agent receives a noisy observation o ∈ O from the world. As identified by

[128], the output of ASR and DST suffers from the different levels of noise and ambiguities, is what the

agent gets and understands from the user.
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Figure 4.1 Graphical representation of POMDP. Shaded nodes denote the observable variables, whereas un-
shaded nodes represent variables that are not directly observable to the agent. The arrow with solid lines shows
the direct influence, and the dashed line represents a distribution on the pointed variable. Variables at, st, ot, rt
and bt represent the action, state, observation, reward and the belief-state, respectively at time t.

• Action: Based on the current observation of the environment, the agent executes an action a ∈ A. It leads

to a state transition which then updates the agent’s understanding of the environment. For the statistical

SDS paradigm, the action set is formed as the collection of all possible replies the system requires to

make during the conversation. Due to the high variability in the language, a sentence is often denoted by

a higher-level semantic representation, for example, a sentence, e.g. ‘मैं शहर के कें द्रीय भाग में बगंाली खाना खोज

रहा हँू।’ is represented by inform(type=restaurant,food=बगंाली,area=कें द्र).

• Transition probability: In real-world applications, the dynamic nature of the environment causes un-

certainty in the effect of each action. Due to this, the transitions between states are stochastic in general.

Hence, a transition function Pa
ss′ = P (st+1 = s′|st = s, at = a) determines the probability of reaching

to state st+1 when the agent performs action at from state st.

• Observation probability: It is a probability Pa
s′o′ = P (ot+1 = o′|st+1 = s′, at = a), where the agent

observes ot+1 after executing action at and reaching state st+1. It is often considered as the accuracy of

the system’s sensing.

• Reward: A reward Ra
s = r(st = s, at = a) sets an objective that directs the agent to learn a desirable

behaviour. It can be either stochastic or deterministic. Usually, it is a measure of how successful the

dialogue was, e.g. whether the information that was asked by the user has been given and how efficient it

was, e.g. how long the dialogue took [125].

• Discount factor: γ ∈ [0, 1] determines the present value of the future rewards. Referring to Equation 4.1,

a reward collected at k time steps in the future is worth only γk−1 times than it would have received
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Belief state

ASR + SLU + DST

NLDG + TTS

Observation

Action

Reward

User
(environment)

Dialogue Policy
(agent)

Transitions

Figure 4.2 A loop of dialogue policy optimisation in the RL framework. Transitions P (st, at, st+1) are the
probabilities of moving from state st to st+1 on agent’s last action at. ot is the observation perceived by the
agent. r(st, at) denotes the reward received by the user at time t.

immediately. In an SDS, it is set close to one as the dialogue length is finite and, each dialogue turn is

assumed to be equally important.

A schematic diagram of dialogue policy optimisation in an RL loop is illustrated in Figure 4.2. At each

time step t, the agent receives an observation ot from the user (environment), which is estimated by the ASR,

SLU and DST components. The previous state st−1 and the observation ot will help infer the current state

st. As the states are unobservable, the agent (dialogue policy) maintains a distribution over all possible states,

called belief state b(st). if the state space is S, the belief space can be represented as [0, 1]|S|. For example,

the initial distribution over all states will be shown as b0 = [b(s0 = s1), ..., b(s0 = s|S|)]T . Based on the

currently estimated belief b(st), the agent selects an action at which is then converted to natural speech using

Natural Language Dialogue Generation (NLDG) and Text-To-Speech (TTS) components. Consequently, on

performing action at, the agent collects a reward r(st, at). It causes the user (environment) to transition to state

st+1 with probability P (st+1 = s′|st = s, at = a).

The dialogue management in the POMDP framework not only learns to update the belief over dialogue

state but also determines a good policy [187]. Recently, these two tasks have been decomposed into a DST

and a dialogue policy component, which achieved better overall performance. The DST in the Hindi domain

is intensively studied in [1]. The focus of this work is concerned with learning a dialogue policy: a function

π(b(s)) = a that determine which action to take given a belief distribution b(s) of the current dialogue state.

4.3 Overview of Dialogue Policy Optimisation Methods

The spoken dialogues is an episodic RL task as it is considered to follow a finite number of steps T (typically in

the range of 2 to 20). The objective of the dialogue policy π is to maximise the cumulative discounted turn-based

reward collected over the entire dialogue, as shown in Equation 4.1.
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Table 4.1 Comparison of the RL approaches: whether they learn the value-function, the policy or both.

RL methods Value function Policy gradient function
Value-based ✓ -
Policy-based - ✓
Actor-critic ✓ ✓

In general, there are two categories of methods: value-based and policy-based methods that are usually

adapted to estimate an optimal policy π∗ . Both are distinguished in Table 4.1, where the intersection of the

two is often referred to as the Actor-Critic method, which is the main attention of this chapter. Mathematical

descriptions of each approach are elaborated in the following sections.

Since the SDS task assumes the input utterances as a set of finite and discrete semantics (states), a POMDP

with finite-state is therefore adopted. Considering a discrete-state POMDP as a continuous-state MDP, the

policy optimisation methods in the following sections are primarily explained in the context of MDPs as they

can easily be extended to infer POMDPs.

4.3.1 Value-based Methods

When modelling the MDPs with value-based approaches, the expected discounted reward Rπ
t at state s ∈ S

following the policy π is often determined by the value function V π : S → R:

V π(s) = Eπ(R
π
t |st = s) = Eπ

( ∞∑
i=0

γirt+i+1|st = s

)
(4.2)

where, expected accumulated reward Eπ is calculated over all possible state sequences generated by the policy

π starting with the current state st.

The value function can not be used only to estimate the expected discounted reward on states but also on

actions. In the same way, the Q-function Qπ : S × A → R is therefore defined as the expected discounted

reward that is collected when action a is taken in state s following the policy π:

Qπ(s, a) = Eπ(R
π
t |st = s, at = a) = Eπ

( ∞∑
i=0

γirt+i+1|st = s, at = a

)
(4.3)

where, the expected Eπ is computed over all possible state-action sequences that can be generated with policy

π.

From Equations 4.2 and 4.3, the value function V π(s) and the Q-function Qπ(s, a) can hold the following

relation with each other:

V π(s) = Qπ(s, π(s)) (4.4)
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The reinforcement learning objective is to obtain an optimal policy, i.e. the policy that maximises the Value

function. Assuming a finite state space S, the optimal Value function2 can be solved using Bellman optimality

equation V ∗ = BV ∗ [240], where B is the Bellman operator:

V ∗(s) = max
a

∑
s∈S

Pa
ss′ ·

(
Ra
s + γV ∗(s′)

)
(4.5)

In a similar way, the optimal Q-function Q ∗ (s, a) is expressed by:

Q∗(s, a) =
∑
s∈S

Pa
ss′ ·

(
Ra
s + γmax

a′
Q∗(s′, a′)

)
(4.6)

The optimal value function V ∗(s) and the optimal Q-function Q∗(s, a) are related by:

V ∗(s) = max
a

Q∗(s, a) (4.7)

Hence, the optimal policy π∗ can be implicitly derived either from the optimal value function:

π∗(s) = argmax
a

∑
s′∈S

Pa
ss′ ·

(
Ra
s + γV ∗(s′)

)
(4.8)

or from the optimal Q-function:

π∗(s) = argmax
a

Q∗(s, a) (4.9)

with selecting an action that maximises the corresponding value function or Q-function.

On the other hand, solving the POMDP is harder to model since the true state is not observable. It consists

of a policy π : B → A that determines the best action a to be taken at each belief state b by maximising the

expected total discounted reward. However, the true state is unknown, the optimal value function for a state can

still be computed using the transition probability Pa
ss′ and observation probability Pa

s′o′ [237] as follows:

V ∗(s) = max
a

∑
s′∈S

Pa
ss′ ·

(
Ra
s +

∑
o′∈O

Pa
s′o′γV (s′)

)
(4.10)

In the same way, the optimal Q-function for POMDPs can also be computed as follows:

Q∗(s, a) =
∑
s′∈S

Pa
ss′ ·

(
Ra
s +max

a′

∑
o′∈O

Pa
s′o′γQ(s′, a′)

)
(4.11)

2Strictly, the optimal Value function should be denoted as V π (s), where π∗ is the optimal policy. In order to keep the notation
simple, the policy is denoted as V ∗
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Then, the optimal value function and Q-function for any possible belief state b can be computed using the

respective V ∗(s) and Q∗(s, a) values:

V ∗(b) =
∑
s∈S

b(st = s)V ∗(s) (4.12)

Q∗(b, a) =
∑
s∈S

b(st = s)Q∗(s, a) (4.13)

where b(st = s) is the value of the belief state for the state s at turn t.

Due to the continuity of the belief state, it is difficult to find the exact algorithm for POMDP. In a real-

world task, solving a POMDP thus requires approximations methods [241]. Point-based methods [242, 243],

however, are found to be effective for modelling relevant, reachable belief states, but they are unable to scale

to sizeable state-action space and are often model-based approaches that require the estimation of the environ-

ment (transitions). Model-free RL methods are another family for solving POMDPs that can directly update the

value functions by appropriately exploring the environment and exploiting the learnt policy. For such meth-

ods, sample-efficiency is an essential characteristic for whether the model can realistically be employed on-line

for live applications. Gaussian-Process State-Action-Reward-State-Action (GP-SARSA) [124] and Temporal-

Difference (TD) [123] aremethods that can estimate the sparse value functions fromminimal numbers of training

samples in model-free scenarios and are thus helpful for real-time SDS.

4.3.2 Policy-based Methods

In place of defining by value functions (V, Q), the policy π can also be directly parametrised. The methods are

categorised to policy-based methods, or Policy Search [244] that directly operate in the parameter space θ to

obtain the policy πθ(a|s) (or πθ(a|b) in POMDP) with parameters θ ∈ Θ instead of learning a value function.

It is distinguished in Table 4.1.

Recalling Equations 4.1 and 4.3, the policy π∗ of an episodic RL task can be represented as the optimisation

problem to maximise the expected reward J(π):

π∗ = max
π

J(π) = max
π

E[R|π] (4.14)

where, R is the total episodic reward collected using policy π. if the policy is parametrised on parameter θ as

πθ, the objective is to obtain the optimal policy by maximising the expected reward J(θ):

θ∗ = argmax
θ

J(θ) = argmax
θ

E[R|πθ] (4.15)
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As seen in value-based methods, the policy-based methods can also be divided into model-based and model-

free approaches. The former fully understand the operating environment’s dynamics (transition probability)

while the latter does not. Hence, model-free approaches are needed to sample the environment during estimation.

A set of model-free methods that find the optimal solution through a derivative-free optimisation approach

considers the entire process as a black-box and uses evolutionary strategies algorithms for heuristic searching.

They follow iterative modelling of learning the policy where at each iteration (generation), the current best

estimate of parameters θ is perturbed (mutated) for generating a new population (next generation) which then

evaluated based on the objective function, the total reward R. The parameter vectors with the highest scores on

the objective function are then used in the next iteration to find the optimal policy. Some popular approaches,

such as the cross entropy method [245] and natural evolution strategies [246, 247], have been successfully

incorporated into many real-world problems. Due to the purely guessing method and agnostic to the given

problem, these approaches suffer from inefficiency and incomprehensibility and therefore can not be applied to

large-scale complex problems.

Policy-gradient methods, on the other hand, are a subclass of policy-based methods that estimate an optimal

policy’s weights through gradient ascent [248]. This assures an improvement and guarantee in finding the local

optimum. The method learns the policy through a stochastic process. The system is going to select an action

from the output probability distribution at each iteration. It means that if system observes the same dialogue

state twice, it may not end up taking the same action twice. This improves the system to behave in a more natural

way. With respect to the parameter θ, the policy gradient of J(θ) is derived as follows, assuming a trajectory τ

sampled from policy πθ:

∇θJ(θ) = ∇θEτ∼πθ
[R(τ)] = ∇θ

∫
τ
p(τ |πθ)R(τ)dτ

=

∫
τ
∇θp(τ |πθ)R(τ)dτ

=

∫
τ
p(τ |πθ)

∇θp(τ |πθ)
p(τ |πθ)

R(τ)dτ

=

∫
τ
p(τ |πθ)

[
∇θlog p(τ |πθ)R(τ)

]
dτ

= Eτ∼πθ

[
∇θlog p(τ |πθ)R(τ)

]
The derivation estimates the simplified formula for policy gradient through the gradient-based expectation of

total reward of a sampled trajectory τ . From third to fourth setup, the derivation follows the Likelihood ratio

trick [249]: ∇log p(x) = ∇p(x)
p(x) , where ∇log p(x) is the score function. Further, the trajectory probability

p(τ |πθ) can be expanded through the chain rule of the probability theory as follows:
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p(τ |πθ) = µ(s0)π(a0|s0, θ)p(s1, r1|s0, a0)π(a1|s1, θ)...π(aT−1|sT−1, θ)p(sT , rT |sT−1, aT−1)

where, µ(s0) denotes the distribution of the initial state s0. During the calculation of ∇θlog p(τ |πθ), the se-

quence of product converts into a sum, and the differentiation with respect to θ cancel out the terms µ(s0) and

p(st, rt|st−1, at−1) which make it a type model-free RL approach (no need to know the dynamics (transition

probability) of the environment). Hence, the final equation becomes as:

∇θJ(θ) = Eτ∼πθ

[
T−1∑
t=0

∇θlogπ(at|st)R(τ)
]

(4.16)

Based on the estimated gradient∇θ, the policy parameters θ is updated with a learning rate α as follows:

θ ← θ + α∇θJ(θ) (4.17)

To obtain a single reward at turn t in the trajectory, Equation 4.16 is supposed to be revised as:

∇θEτ∼πθ
[rt] = Eτ∼πθ

[
rt

t∑
t′=0

∇θlogπ(at′ |st′)
]

(4.18)

The total reward rt is estimated on taking a sequence of actions at′ , where 0 ≤ t′ ≤ t. Over the entire trajectory(∑T−1
t=0

)
, the accumulated reward will be calculated by:

∇θEτ∼πθ
[R(τ)] = Eτ∼πθ

[
T−1∑
t=0

rt

t∑
t′=0

∇θlogπ(at′ |st′)
]

(4.19)

= Eτ∼πθ

[
T−1∑
t=0

∇θlogπ(at|st)
T−1∑
t′=t

rt′

]
(4.20)

where, the term
(∑T−1

t′=t rt′
)
in the above equation is the total reward collected from time-step t → T − 1. It

can be replaced further by Q-value function from Equation 4.3:

∇θEτ∼πθ
= Eτ∼πθ

[
T−1∑
t=0

∇θlogπ(at|st)Qπθ(st, at)

]
(4.21)

This equation is called as policy-gradient theorem [248].

In practice, the gradient is estimated on a batch ofN samples collected using the policy πθ by interactionwith

the environment, where the accuracy increases asN →∞. One common way to solve this is the RL algorithm

(Monte-Carlo method) [250], which directly calculates the gradient on total reward over allN samples following

the policy πθ:
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∇̂θJ(θ) =
1

N

N∑
n=1

(
T−1∑
t=0

∇θlogπ(at|st)
T−1∑
t′=t

rt′

)
(4.22)

However, such gradient methods suffer from slow learning due to unable to handle high variance in the

stochastic way of exploration. In addition to this, they are also sample-inefficient, which makes them unsuitable

for a real-world problem. To solve this, a baseline function b(s) is utilised to reduce the variance without

changing the gradient [251]:

∇̂θJ(θ) =
1

N

N∑
n=1

(
T−1∑
t=0

∇θlogπ(at|st)
( T−1∑

t′=t

rt′ − b(st)
))

(4.23)

The difference term
∑T−1

t′=t rt′ − V (st) demonstrates whether the total reward using the current policy is better

than expected
(
V (st)

)
depicting how accurate the selection of current action at is. Here, the baseline function

can be any arbitrary function. However, the best candidate for this baseline b(s) is the value function V (s)

[252].

Another way to resolve the high variance issue, one can adopt a separate function, a critic with parameters

w, to estimate the Q-function Qπθ(st, at) in Equation 4.21, where:

Qw(st, at) ≈ Qπθ(st, at) (4.24)

This leads to the actor-critic algorithm [253]:

∇θJ(θ) = Eτ∼πθ

[
T−1∑
t=0

∇θlogπ(at|st)Qw(st, at)

]
(4.25)

which consists of two sets of parameters: θ for the actor (policy) and w for the critic in such a way that the

gradient ascent direction of the actor is suggested by the critic during the learning. The critic policy is assumed

to be a Value- or a Q-function; hence, most approaches belonging to value-based RL can be utilised here. This

is why the actor-critic-based RL algorithms are capable of acquiring the positive aspects of both value-based

and policy-based methods. Nevertheless, this method has the advantage of directly modelling the policy, and

the critic provides a good estimation of the expected total reward to reduce the variance.

4.3.3 Taxonomy of RL Approaches

In the previous section, we discussed two main methods used for obtaining the optimal policy. In comparison,

policy-based approaches have converged in a better way than the value-based methods. This is because the

latter often diverge when optimised through approximation functions since they optimise in value space and a

slight modification during the value-estimation can lead to a significant change in the policy space [248]. In the
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experiments, we have explored GP-SARSA [124], a value-based method, neural network-based methods (DRL),

that are trained with policy-based and actor-critic methods. In addition, there is a taxonomy of RL approaches

based on different dimensions and characteristics:

Episodic and Continuing task: There are two types of RL problems: 1) Episodic task: where the learn-

ing process is carried on a set of finite-length episodes, 2) Continuing task: where the learning process

has only a single episode that continues indefinitely. In an episodic task, the initial and terminal states are

clearly defined, which set the boundary for a starting and ending on an episode, e.g. task-oriented SDS,

mazes and games. For continuing tasks, the examples are like balancing a cart pole, personal-assistant

chatbot.

Model-based andModel-free: The difference between model-based and model-free methods is whether

knowledge (dynamics) of the environment is known. In the POMDP scenario, this knowledge includes

the transition and observation functions. Dynamic programming based value iteration or policy iteration

[251] are the instances of model-based methods. GP-SARSA, DQN belongs to the model-free category

because they learn directly with the interaction or from the given dataset.

Exploration and Exploitation: For the model-free category, the uncertainty in taking action often leads

to exploitation/exploration dilemma: 1) exploration: choosing a non-optimal (random) action given the

current policy in order to get more information about the environment to better optimise the policy further.

2) exploitation: prefers the selection of optimal action based on the current policy. It expects to set a

trade-off between the exploration and exploitation of the current policy to achieve optimal policy in a

lesser amount of time.

On-line and Off-line: An on-linemethod typically update the agent’s policy incrementally on each sam-

ple in the interaction. MC [250] and GP-SARSA [124] approaches come into this category. On the other

hand, off-line (or batch) RL methods first collects a batch of samples then learns the optimal policy. It is

more sample-efficient since more information is provided in one single parameter update, e.g. DQN.

On-policy and Off-policy: Sometimes, training an RL algorithm uses another policy to generate the

training dialogue (episodes), which is referred to as the behaviour policy. This is in contrast to the policy

to be optimised, which is called the target policy. When the actions are drawn from the target policy during

the training, the methods are known as on-policy methods. SARSA [251] is an example of on-policy RL

methods. On the other hand, if actions are generated from the behaviour policy, such methods are called

off-policy methods. For example, Q-Learning is an off-policy RL method, as it updates the target policy

with the samples generated from the behaviour policy [254].
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Figure 4.3 A2C architecture using feed-forward neural network, where bt is Dialogue State at turn t, ∆θ and
∆w are the Policy and Value gradients, respectively. π(b, â) is predicted Policy Value of b some action â, while
V (b) is corresponding Predicted Value function.

4.4 Proposed A2CER Method

As discussed in Section 4.3.2, for Policy Gradient Theorem [248] (see Equation 4.21), the objective function to

learn the parameters of the gradient is:

∇θJ(θ) = Eπθ

[
∇θlogπθ(a|b)Qπθ(b, a)

]
(4.26)

Unfortunately, this form of gradient learning suffers from the problem of high variance. A baseline function is

generally utilised to reduce the variance while not changing the estimated gradient [251]. However, the natural

candidate for this baseline is the value function V (b). Hence, Equation 4.26 get updates to:

∇θJ(θ) = Eπθ

[
∇θlogπθ(a|b)Aw(b, a)

]
(4.27)

where,Aw(b, a) is the advantage function represented asAw(b, a) = Q(b, a)−V (b). It is a specialised version

of actor-critic, where πθ represents the actor, while Aw(b, a) denotes the critic. Hence, it is overall defined

by two parameter sets, θ and w. Figure 4.3 depicts the architecture and model parameters of the obtained A2C

policy.

In trainingA2Cmodels, action selection is oftenmade using a ϵ-greedy policy, which sets a trade-off between

exploration and exploitation of the policy to either choose an action randomly with probability ϵ; or select on

from the top-ranking actions. In such scenarios, the policy that is used to collect the training samples is called

as a behaviour policy µ; on the other hand, the policy to be optimised is called target policy π. Hence, the

A2C is an on-policy learning algorithm assuming that actions are drawn from the same policy as the target to

be optimised (µ = π).
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4.4.1 A2C Experience Replay (A2CER)

Recently, several advancements, i.e. experience replay [233], off-policy retrace algorithm [255], have been

applied in DRL to resolve various challenges in policy optimisation tasks. We introduced experience replay in

the A2C method, whereby the model learns in an off-policy fashion. Typically, A2C policy learning is based

on the on-policy RL algorithms where the training samples are recorded via the same policy which is being

currently optimised. Such policy learning methods suffer from low sample efficiency. Experience Replay [255]

is proposed to mitigate the issue whereby mini-batches of experiences (samples) are randomly selected from

a replay pool, a kind of buffer with a pre-specified size for storing the previous experiences. It stabilises the

learning process by reducing the data correlation, which is achieved by re-using the past samples in a series of

updates. We encompass this ER based off-policy learning paradigm to A2C for training the dialogue policy.

In the A2CER policy, the dialogues sampled from old behaviour policy µ are used to update the current

policy π. To correct the sampling bias generated by the old behaviour policy, we use an Important Sampling

(IS) ratio [256] to rescale each estimated reward:

ρt = min
{
π(at|bt)
µ(at|bt)

, c

}
(4.28)

where, c is an upper limit constant, which is used to clip the IS weight to avoid potentially unbounded approxi-

mations. Thus Equation 4.27 (A2C) can be transformed by multiplying (rescaling) with IS ratio ρ as:

∇θJ(θ) = Eπθ

[
ρ∇θlogπθ(a|b)Aw(b, a)

]
(4.29)

To reduce the number of parameters, we use an approximation over the advantage function by using the TD

error [257] estimated by:

Aw(bt, at) = rt + γVw(bt+1)− Vw(bt) (4.30)

where,Aw(bt, at) is estimated for each turn t using the current reward rt and the difference between discounted

future value-function Vw(bt+1) with γ and current value function Vw(bt). w is parameters of behaviour policy

µ. It substantially reduces the number of parameters required in estimating the critic Aw, in comparison to the

simple advantage function used in the A2C method. For the A2CER, the off-policy for behaviour policy’s πµ

parametrised value function Vw thus will be estimated by:

∇woff =
T−1∑
t=0

(
R̄t − V̂w(bt)

)
∇wV̂ (bt)

t∏
i=0

ρi (4.31)



76 Modelling Dialogue Management through Reinforcement Learning

where, R̄t is the off-policy return estimated through Monte-Carlo return [258]. Finally, the gradient estimation

for target policy πθ is done by:

∇θoff =
T−1∑
t=0

ρt∇θlogπθ(a|b)δ̂w (4.32)

where, δ̂w = rt + γV̂w(bt+1)− V̂w(bt) is the TD error estimated using the value of V̂w.

Algorithm 1: A2CER Algorithm
Input: policy: Qθ(b, a), πw(a|b), hyperparameters: batch_size, γ, n, c

1: Initialise θ, w and Qθ(terminal)=0
2: repeat
3: Generate an episode {b0:T , a0:T , r0:T } through ϵ-greedy using πw(·, ·)
4: Save generated episode in replay memoryM
5: for i = 1 to n do
6: Sample a subset ofM of size batch_size
7: for each dialogue {b1:N , a1:N , r1:N , µ} inM do
8: Q′ = 0
9: for t = N to 1 do

10: ρt ← min
{

πw(at|bt)
µ(at|bt) , c

}
11: Q′ ← rt+γQ′

12: V (bt)←
∑

aQθ(bt, a)πw(a|bt)
13: A′(bt, at)← Q′ − V (bt)
14: A(bt, at)← Qθ(bt, at)− V (bt)
15: B ←

∑
a ρt∇wlogπw(a|bt)A(bt, at)

16: g ← g + ρt∇wlogπw(at|bt)A′(bt, at) +B
17: dθ ← dθ −∇θ(Q

′ −Qθ(bt, at))2
18: Q′ ← ρt(Q

′ −Qθ(bt, a)) + V (bt)
19: end
20: w ← w + α · g
21: θ ← θ + α · dθ
22: end
23: end
24: until convergence

We can also show that the A2CER is free from bias incurred from the baseline function. This is due to the fact

that the baseline term becomes zero during the gradient estimate with the rule of constant integral probability

distribution (see Appendix D for the proof). The above enhancements not only speed up the dialogue policy

learning but also stabilise the training process in comparison with A2C. It is called Advantage Actor-Critic

(A2C) with experience replay (A2CER).

The pseudocode of the training algorithm is presented in Algorithm 1. It performs ϵ-greedy exploration

where selection of the optimal action is made through learned policy with 1-ϵ and a random action with proba-

bility ϵ. There are some hyperparameters used in the algorithm, i.e. batch_size controls the number of dialogues

used under a training step, γ is a geometric discount factor, n decides the number of training steps for each new

dialogue trajectory, and c is used to clip the IS weight. θ and w represent the parameters of the target policy
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and behaviour policy which are updated during the training with corresponding gradients∇θ and∇w. For each

dialogue, Q′ stores the updated estimate of Q-function, which is determined based on state-action trajectories

sampled from the experience replay memory. It helps estimate the current Q-function with off-policy interac-

tions in a safe and efficient way. Similarly, A(bt, at) and A′(bt, at) denote the actual and updated advantage

function; the actual one finds the possible action distribution while updated one used in estimating the off-policy

gradient ∇w. We investigate the effect of various hyperparameters, i.e. their tuning, in Section 4.6.2.

4.5 Experimental Environment

The Allahabad restaurant domain-based dialogue system is used for the experimental work described in this

chapter. Users converse with the dialogue agent to find a restaurant matching their required constraints such

as food, price range and area. The overall application-domain details, such as ontology and venue details, are

mentioned in Section 2.1.2. Two operating modes are provided to perform the interaction: live user trial mode

and user simulation mode. In live user trial mode, the user interacts with the system directly in a real-time

environment. On the other hand, in user simulation mode, it uses an agenda-based simulated user to carry out

the interaction with the system at the abstract dialogue act level [259]. It is helpful to generate a large amount

of dialogue data covering a more comprehensive range of user-system interactions required to learn an efficient

dialogue policy. The following section discusses the user simulator, reward estimation, dialogue evaluation and

models to be evaluated in more detail.

4.5.1 User Simulator

When the dialogue policy is optimised with a reinforcement learning approach, either model-based or model-

free optimisation algorithms can be applied (see Section 4.3). When exploring the model-based RL approach

on an MDP model, the state transition probabilities (representing the dynamics of the environment), as defined

in Section 4.2, are supposed to be available. On the other hand, for a POMDP, both transition and observation

probabilities need to be known. These probabilities can be estimated on a given annotated dialogue corpus.

However, it requires hundreds of thousands of dialogues to train a reasonable dialogue policy for a real-world

task and faces sparsity issues requiring further approximations [260, 261].

Moreover, it is financially costly and time-consuming to collect such large amounts of dialogue data. In

addition, the initial poor performance during the interactions may lead to a negative user experience. As a

result, the model-free approach is often found to be more convenient, where the policy can be optimised directly

in interaction with the real users. Hence, building a simulated user that can directly interact with the dialogue

policy, would be very useful [262, 259].
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Goal =


Constraint =

[
food=बगंाली
price=सस्ता

]

Request =
[

address=
phone=

]
 Agenda =


inform(food=बगंाली)
inform(price=सस्ता)
request(address)
request(phone)

bye()



Figure 4.4 An example of the user simulator task.

There are many techniques to build a user simulator, such as graph-based [263], agenda-based [232], and

corpus-based [264–266, 259, 122] approaches. In principle, corpus-based statistical simulators are more desir-

able as they make the dialogue modelling process fully automatic [125]. These user simulators are expected to

exhibit three key characteristics:

1. It should behave similar to a real rational user in a goal-directed scenario.

2. It must generate a coherent sequence of sentences/actions.

3. It should be able to generalise to new contexts [232].

The user simulator can interact with the system at either the dialogue act level, the word level or the speech

level [267]. To effectively encode the dialogue history and user goal, the agenda-based user simulator is adopted

in this thesis with estimated parameters as described in [122, 232]. In this method, the user state is factored into

a goal and an agenda. The goal consists of a set of slot-value pairs representing the constraints and requests.

On the other hand, the agenda stacks turn-level user intentions in semantic level (DA & slot-value pairs) form.

An example of the user simulator is shown in Figure 4.4, where the left is the user goal, and the right represents

the agenda. At the start of each dialogue, the user goal is randomly initialised with constraints, i.e. food=बगंाली,

price=सस्ता and request attributes such as address, phone.

The agenda’s role is to elicit the user’s intentions in the dialogue acts form needed for the simulator to achieve

the selected goal. It stores them in a stack-like structure, as shown in Figure 4.4. Depending on the situation,

the stack pushes and pops a user’s intention during the interaction. It ensures that the user simulator exhibits

consistent, goal-directed behaviour across the entire conversation.

Both the goal and the agenda are dynamically updated throughout the dialogue based on specific decision

points. The list of parameters representing the Friendly (standard user behaviour) and Unfriendly (user barely

provide any extra information) distributions are given with their associated distribution (G for geometric and B

for binomial) in Table 4.2. For example, taking up a situation, the simulator will relax its constraints when its

initial goal can not be satisfied with the help of the parameter (ConstraintRelax). The Friendly simulator does

not make the decision of removing a constraint from the user-goal with a probability of 0.667 for the parameter
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Table 4.2 Parameter setting for the Friendly (std.) and Unfriendly agenda-based simulated users.

Parameter Dist Val. Val. Interpretation(Friendly) (Unfriendly)
InformCombination G 0.600 0.100 Add a constraint to the goal
AddAttributeToReq G 0.333 0.111 Add an attribute from the goal requests
YesAfterReqmore B 0.250 0.600 Say yes without giving more info
AffirmWithAgdItem B 0.050 0.050 When affirming, provide more info
Greeting B 0.500 0.300 Respond to greeting
ConstraintRelax B 0.667 0.333 Remove a constraint from the goal
TellAboutChange B 0.500 0.200 Inform about a goal change
ByeOrStartOver B 0.333 0.500 End the dialogue or start again
DealWithPending B 0.500 0.300 Deal with pending items on the agenda
InformToConfirm B 0.050 0.050 Change informs to confirms on agenda
AddEntityName B 0.050 0.050 Provide entity name when requesting
NoAttrWithDontcare B 0.800 0.900 Leave out attributes if their values do not matter
ReqAltsAfterEntRec1 B 0.143 0.143 Request alternative
ReqAltsAfterEntRec2 B 0.143 0.143 Request alternative and change goal
RequestResponce1 B 0.200 0.200 Repeat a random constraint
RequestResponce2 B 0.200 0.600 Make up a new constraint
CorrectingAct1 B 0.450 0.200 Correct a misunderstanding with negate
CorrectingAct2 B 0.400 0.100 Correct a misunderstanding with deny
OverruleCorrection B 0.100 0.700 Do not correct a misunderstanding
ThankAck1 B 0.100 0.600 Say thank you
ThankAck2 B 0.100 0.300 Say ok

(ConstraintRelax) at each turn, while for the Unfriendly simulator, its (ConstraintRelax) value is set to 0.333.

This decision point is only reached at particular stages of the dialogue.

The parameters (decision points) are estimated either as a deterministic set or a stochastic process [122].

The deterministic decision points are manually determined to preserve rational user behaviour. In contrast,

the stochastic decision points are controlled by corpus-based parametrised probability distributions to enable

variability in simulated user behaviour. To achieve that, a sample-based maximum likelihood technique is

applied, where the simulator is run repeatedly for the given system acts in the corpus, and then the number

of arbitrary decisions that lead to simulated acts matching true acts in the corpus are counted. Based on the

counts for each random decision points, the parameters are then estimated. The agenda-based user simulator

with parameters (both friendly and unfriendly) estimated from data as described in [122, 268], is used in current

work.

Another critical component in the user simulator is the error model that has to comply with the noisy real-

world interaction between the system and the user [232]. This model is used to add confusion in the user

simulator output before it is passed to the dialogue manager, considering that the dialogue manager is not aware

of the true state the user wanted to communicate but only receives a noisy version. It resembles the real-time

interaction where the input revived from the speech understanding component is often corrupted with noise.

Typically, the error model generates an N-best list of noisy dialogue acts by two types of models; 1) Uniform

error model and 2) Dirichlet error model [269]. In the current work, we utilise the uniform error model, which
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uses a fixed error rate to confuse each dialogue action in the N-best. Otherwise, the original dialogue act is

considered to be in the N-best list.

Using the error model, the user simulator includes an error generator, which confuses the user inputs with

different error rates at the semantic level, known as Semantic Error Rates (SERs) [270]. Based on this error

rate, the actual act that will be output is computed randomly with a certain probability. In our Restaurant

domain simulator, the user-act is confused with probability 0.2, while among slot-value pairs, slot and values

are separately confused with probability of 0.3 and 0.5, respectively. Note that while these probabilities are

fixed, they only decide how an individual dialogue-act is going to be confused. The overall amount of dialogues

affected by the errors can still be changed by altering the SERs. In our work, we utilise three levels of semantic

errors, i.e. 0%, 15% and 30% during the experiments.

4.5.2 Dialogue Evaluation and Reward Estimation

The evaluation of spoken dialogue systems is difficult due to the complexity of its long-term interaction between

the user and the system. In contrast to most data-driven tasks in speech and natural language processing, for

which the evaluation metrics are well-established [271, 272, 61], the definition of a good SDS is very vague.

An SDS is built of distinct modules such as SLU and DST. Although there are defined evaluation methods for

most of them, the joint evaluation of the whole system is still challenging. Evaluating the performance of the

dialogue manager is itself hard due to the vast space of possible dialogues.

The most natural way of the evaluation is to have the dialogue manager interact with humans and let the

human judges rate the interactions [273]. However, it is often infeasible to evaluate all possible dialogue due to

its high cost and time-consuming nature. Nevertheless, different users may have their own subjective views of

the ‘goodness’ of the dialogue. Thus, an alternative evaluation metric is desired, which uses the reinforcement

learning reward function [125] to avoid the costly human-rating process.

In data-driven systems, a corpus of dialogue data is required to be collected and used to build supervised

learning-based dialogue systems [201, 206]. The goal of such systems is to mimic the responses present in

the data and be evaluated by similarity metrics, i.e. BLEU [274] and METEOR [275], which are widely used

in machine translation. Despite that, it has been shown that these word-based similarity metrics exhibit a low

correlation with human ratings [207]. In addition, the supervised training data often lack sufficient diversity

and coverage of salient dialogue flows.

As the main focus of the thesis is task-oriented SDS, completing the task is a straight-forward automatic

measurement of whether the information provided by the system matches the user goal. Furthermore, the dia-

logue quality is highly dependent on the performance of the dialogue policy, which manages and controls the

flow of the dialogue. Nevertheless, this task-completion information can become a high-level learning objective
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of the dialogue policy in the SDS pipeline. For RL based dialogue policy, it is often referred to as the reward

function.

The reward function plays an important and critical role in the effective POMDP framework and achieving

success in the RL task. It defines and models the desired behaviour of the learning agent [276]. A positive

reward is typically given to the agent on reaching certain situations related to task success and vice versa. In

several examples to task-oriented systems [277, 273, 128], the definition of success is often formulated based

on a predefined task given to the users and estimated on whether all slots (user goals) mentioned by the user are

fulfilled. In addition, a per turn penalty (negative reward) is applied to keep dialogue short.

The work presented in this thesis will use a simple reward function that encourages short and successful

dialogues, which is effectively used in other studies [11, 187]. The reward function is defined in the following

way. A dialogue is considered to be a success or failure based on the criteria of whether all of the users’

constraints expressed during the conversations are completely satisfied or not. A positive reward of +20 will be

given on the successful completion of the dialogue. Successful completion means that the system has provided

the user an entity (venue) matching all the users’ constraints and delivered all the information requested by the

user about that particular entity. As users generally prefer shorter interactions, the reward function is designed

to give a negative reward of -1 at each turn to encourage brevity. Hence, the cumulative reward for an entire

dialogue episode is calculated as follows:

R = 20× 1(D)−N (4.33)

where, N is total number of turns in the dialogue and 1(D) is the indicator function to denote the success of a

dialogue.

Table 4.3 The list of summary system actions.

System Action Description
hello system greets with hello
request_area system asks user to provide the value of area
request_pricerange system asks user to provide the value of price range
request_food system asks user to provide the value of food type
confirm_area system asks user to confirm the value of area
confirm_pricerange system asks user to confirm the value of price range
confirm_food system asks user to confirm the value of food
select_area system asks user to choose from two values of area
select_pricerange system asks user to choose from two values of price range
select_food system asks user to choose from two values of food
inform_system informs the slot-values with probability > threshold
inform_byname system informs the name of an entity
inform_alternatives system informs an alternative entity
inform_requested system informs the value of the user-requested slots
bye system says good bye
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Sys : hello()→ hello()

User : inform(type=restaurant)

Sys : request_area()→ request_area()

User : inform(area=कें द्र)

Sys : inform()→ inform(name=“ह र वृंदावन”, food=“शाकाहारी”)

User : reqalts()

Sys : inform()→ inform(name=“बी जग स्टर् ीट”, food=“चाइनीस”)

User : request(address)

Sys : inform_requested()→ inform(name=“बी जग स्टर् ीट”, address=“मेन रोड, रामबाग, इलाहाबाद”)

User : thankyou()

Sys : bye()→ bye()

Figure 4.5 An example dialogue elucidating the relationship between the summary and master actions. The
interactions are represented in a semantic dialogue-act form, where the system responses are written as “Sys:
summary_action→ master_action”.

4.5.3 Action Spaces

Action space represents the set of system actions (dialogue acts) that the system can give as a response. This is

also called master action space. In the case of Allahabad restaurant domain (see Appendix A), there are four

informable slots of an entity, each with a binary choice of whether the system inform about it. A single inform

action, thus, makes up 2(4)=16 separate master actions, distinguished only by what they inform about. Similarly,

the requestable slots (7) form 128 different master actions. Adding up the other acts, i.e. confirm, select, leads

to a significant set of possible master actions.

Due to its large size, training a dialogue policy in this action space is complex and error-prone. Some RL

algorithms are unable to converge to the optimal policy or take too much time to converge. Nevertheless, they

also have to deal with the prohibitive computation demands. For instance, if training is done in on-line mode,

the user may have to wait a significant amount of time for the system to reply. To alleviate this problem, we

use a fixed set of summary actions reduced to a much less number of actions than the master actions. The

summary action space consists of a set of slot-dependent, e.g. request_pricerange, confirm_area, and

slot-independent, e.g. hello, bye, summary actions, as shown in Table 4.3. If the dialogue policy is trained

on this condensed action set, the selected action must be converted to master action. An example dialogue is

shown in Figure 4.5, between a user looking for a restaurant in centre (कें द्र) part of the town, and a system that

implicitly translates between summary and master actions.
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Table 4.4 Statistical details of the HDRS corpus [1].

Description Values
Total #Dialogues 1400
Total #Turns 5763
Avg Turns per dialogue 4.12
Avg Tokens per user-utterance 8.41
Avg Tokens per system-utterance 12.20
#Dialogues with goal change 557

It is also observed from Table 4.3 that summary actions require slots or slot-value pairs to reconstruct the

system act. The grounding information is used to identify these slot-value pairs [278]. For example, if the

summary action is inform_requested, then all the slot-value pairs requested by the user are added to form

the master system act. It would help in assuring the user that offered venue has the requested properties. Thus,

the conversion is done heuristically with a set of hand-crafted rules that map each summary action to a master

action by finding the optimal slots to inform on the given belief state.

4.5.4 Pre-learning from Demonstration Data

Training dialogue policy on-line with the RL methods often suffers from the cold start issue. In early-stage

learning, the RL approaches do not have long-term planning capability, leading to unacceptable behaviour from

the user’s perspective. To alleviate the problem, an offline demonstration data is utilised to bootstrap the policy.

This is similar to the training procedure recently adopted by many game playing applications [279, 280]. Such

data may be collected from a WOZ paradigm [1] or can be obtained from the interaction between the users and

an existing policy.

In this work, we utilise the Hindi Dialogue Restaurant Search corpus [1] as a demonstration data for the pre-

training. The corpus consists of 1400 human-human conversations on the restaurant domain collected using

the Wizard-of-Oz paradigm. The dialogues are system-initiated, where each turn contains a pair of system and

user utterances, a belief state, and a set of informed or requested slot-values currently mentioned by the user.

Table 4.4 presents the statistical details of the corpus.

The pre-training has the objective to mimic the response behaviour from the corpus. It is essentially per-

formed as Supervised Learning (SL) procedure. Like in RL algorithms, the input to the model is the belief

state b and output is the system action a, and the training objective is to minimise a joint cross-entropy loss

L(θ) = −
∑

k yklog(pk) between action labels y and model predictions p for each sample k, where θ represents

the parameter set of the training policy. Thus, the single model is trained using both SL and RL with different

training objectives without modifying the architecture. Another way, the demonstration data can be used to

initialise a supervised replay buffer to enhance the early-stage performance or with a combination of both.
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Pre-training the policy by SL on a fixed corpus may not generalise well. This is because the noise levels in

spoken dialogues may vary across conditions, which significantly affect the performance. In addition, a policy

trained using SL can not perform long-term planning, an essential property for a robust and natural dialogue

manager. However, this supervised pre-training offers a good dialogue policy at an initial stage that can further

be fine-tuned either by simulated or real-time user interactions using RL.

4.5.5 Model Comparison

All the experiments in this chapter utilised the software PyDial toolkit [191], which is developed as a framework

for modular SDS. All models are given a full dialogue belief state b of size 272 as input, including the last

system action, distribution over the user intention, the informable slot-values and the requestable slots. The

output consists of 15 labels denoting a summary action space that determines the system intent at the semantic

level, as shown in Table 4.3. We have utilised two value-based methods, i.e. GP-SARSA [124], DQN [129]

and a hybrid of policy-based (target policy) and value-based (critic policy) model that is Advantage Actor-

Critic (A2C) [130] to compare with the proposed A2CER method for policy learning. The characteristics of the

methods are compared in Table 4.5.

Table 4.5 Overview of the RL models used for learning the dialogue policy.

Model type
GP-SARSA DQN A2C A2CER

non-parametric parametric parametric parametric
value-based value-based policy-based policy-ER-based

Value function ✓ ✓ ✓ ✓
Policy function - - ✓ ✓
Experience replay - ✓ - ✓
Train by backpropagation - ✓ ✓ ✓
Computational complexity cubic* linear linear linear

† *In the size of a set of representative points subjective ratings [124].

GP-SARSA

GP-SARSA is a state-of-the-art model-free and value-based RL algorithm that has been proven effective for

dialogue policy learning [124]. As a value-based method, it learns the dialogue policy by a Q-function which

is modelled by the Gaussian Process (GP) GP(m(·, ·), k(·, ·)):

Q(b, a) ∼ GP(m(b, a), k((b, a), (b, a))) (4.34)
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where, m(·, ·) is the prior mean function, and k(·, ·) is the kernel function, which is factored into separate

kernels over belief and action spaces as kB(b,b′)kA(a, a′). Using the idea of TD for greedy policy estimation

of Q-function, the SARSA algorithm is applied, which iteratively updates the Q-function on-line using the rule:

Q(b, a)← Q(b, a) + α
[
r(b, a) + γQ(b′, a′)−Q(b, a)

]
(4.35)

here, b′ and a′ are the next belief-state and next action in the dialogue trajectory. When the Q-function cor-

rection provided by the right-hand side rule of Equation 4.35 is used to estimate the posterior in GP-based

Q-function, the GP-SARSA algorithm is obtained [124] based on the triplets of belief-action pairs (b, a) and

their corresponding rewards.

GP-based RL (GP-SARSA) is observed to be a promising algorithm as it can learn from a small sample of

observations. It is better at exploiting the correlations defined by a kernel function and providing an uncertainty

measure of its estimates. As an approximation method, this knowledge of the distance between data points in

the observation space greatly speeds up the policy learning because the Q-values of the unexplored space can be

estimated from the Q-values of nearby points. To avoid the burden of memorising every data point, which makes

the computation and model complexity intractable, sparse approximation methods, i.e. kernel span [281], are

used to reduce the size of stored training points.

Deep Q-Network (DQN)

The GP-SARSA has provided an estimate of the uncertainty with an underlying approximation function that

helps not only to deliver sample-efficient policy learning but also handle the ASR/SLU errors. But, the use

of the sparse approximations tricks (kernel-span algorithm) restricts it to be utilised in very large training sets,

hence becoming unsuitable to be used for commercial wide-domain SDS.

On the other hand, the recent introduction of deep RL methods [282, 129, 280] has shown a significant

potential for dialogue policy optimisation due to their high flexibility and scalability. We utilise the Deep Q-

Network, a neural-network based variant of the Q-learning algorithm, to approximate the Q-function for optimal

dialogue policy. As it is also based on amodel-freeway of RL algorithm, the optimal policyπ∗ is learned through

the modified version of Q-function (given in Equation 4.11) of Bellman equation [240] as:

Q(b, a) = Eπ∗
{
r(b, a) + γmax

a′
Q(b′, a′)|b, a

}
(4.36)

It is based on the sequential approximation, where the loss is minimised by:

L(w) = E
[
(y −Q(b, a;w))2

]
(4.37)
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where, y = r+ γmaxa′ Q(b′, a′; w̄) is the target value to update the parameters w taking its gradient under the

category of off-policymethods. Note that the target value y is estimated by a target network w̄ which is updated

less frequently than the main network w. It helps stabilise learning by avoiding the high correlation situation

among samples of belief states and actions, hence achieving better performance.

Advantage Actor-Critic (A2C)

Although DQN has resolved the scalability issues of the dialogue policy learning with high convergence capa-

bility, they are typically slow gradient-based methods due to low sample efficiency, which is problematic for

on-line learning with real users. To speed up the policy learning with better performance, an actor-critic type

of policy method is utilised. The A2C is an on-policy learning algorithm assuming that actions are drawn from

the same policy as the target to be optimised (µ = π). The details are given in Section 4.4.

A2C Experience Replay (A2CER)

Typically, A2C policy learning is based on the on-policy RL algorithms. Due to this, it suffers from low sample

efficiency. As explained in Section 4.4.1, Experience-Replay (ER) [255] is introduced to mitigate the issue

whereby mini-batches of experiences (samples) are randomly selected from a replay pool, a kind of buffer with

a pre-specified size for storing the previous experiences. It stabilises the learning process by reducing the data

correlation, which is achieved by re-using the past samples in a series of updates. Here, ER is the collection

of past dialogue experiences. The past experiences are collected from different policies rather than the current

policy, which is being optimised. The use of ER leads to off-policy updates.

In the A2CER policy, the dialogues sampled from old behaviour policy µ are used to update the current

policy π. To correct for the sampling bias (generated by the old behaviour policy), we use an Important Sampling

(IS) ratio [256] to rescale each estimated reward. The details are given in Section 4.4.1. The above enhancements

not only speed up the dialogue policy learning but also stabilise the training process in comparison with A2C.

It is called Advantage Actor-Critic (A2C) with experience replay (A2CER).

Rule-Based Policy

In addition to the data-driven RL algorithms, we have also evaluated the performance of handcrafted rule-

based policy under various environment settings. The actions for the policy are carefully designed based on the

heuristics based on the corresponding belief state [283].
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4.6 Results and Discussion

In this section, we evaluate the performance of A2CER adapted for the Hindi language spoken dialogue system.

The models discussed above are first evaluated based on the 0% SER embedded within the agenda-based user

simulator, which helps construct the user response in the semantic form (dialogue-act) [259]. It represents the

dialogue scenarios where the user input is perfectly caught and tracked in the dialogue belief state without noise.

For simulating a more challenging environment, both standard and unfriendly simulated users are considered

for comparison on various SERs 0%, 15% and 30%. Next, we investigate the effect of using demonstration data

in mitigating the cold start problem and the performance of RL models on comparing master and summary

action space. It is evident that the A2CER exhibits comparative performance and fast convergence over the

other models.

Normalised to unit, the total return of each dialogue is set to 1(D) − 0.05 ×N (see Section 4.5.2), where

N is the dialogue length and 1(D) is the success indicator for dialogue (D). We set the maximum dialogue

length to 25 turns and the discount factor γ to 0.99. The evaluation metrics are the average success rate and

average reward for comparing policy models. The success rate is defined by the percentage of dialogues where

the dialogue manager has successfully fulfilled the user goal by providing the desired restaurant venue details.

At the same time, the average reward is estimated by the sum-averaged of the final reward collected at the end

of each dialogue.

4.6.1 Reinforcement Learning from Scratch

The models are configured to perform dialogue modelling with a specific setting. GP-SARSA uses a linear

kernel to represent the state space and a delta kernel for the action space. All the deep RL models (DQN, A2C

and A2CER) contain two hidden layers with the size of 130 and 50 neurons, respectively. The Adam optimiser

[284] with a 0.001 learning rate α is used to optimise the model parameters. An ϵ-greedy policy is utilised

to establish the exploration/exploitation trade-off initially set to 0.3 and iteratively reduced to 0.0 over 4000

training dialogue samples. It helps to prefer exploration at the initial stage and exploitation at the end of the

training duration. In contrast, GP-SARSA handles this trade-off automatically.

Figure 4.6 shows the learning curves of success rate, rewards and number of turns, respectively, for the

dialogue policy optimised with GP-SARSA, DQN, A2C and A2CER methods. After every 200 training dia-

logues, all the models are tested with 600 dialogues. Previous research shows that the GP-SARSA learns very

fast and is comparatively stable under smaller application-domain task-oriented dialogue. However, A2C and

A2CER performance are also comparable to others. DQN, on the other hand, is highly unstable as it learns the

parameters only for the Q-function, which suffers from the issues of high-variance and low sample-efficiency.

It proves that an iterative improvement in value space does not guarantee an improvement in policy space. The
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Figure 4.6 Comparison of A2CER to other RL methods, i.e. GP-SARSA, DQN and A2C, with user simulation
under noise-free conditions on (a) Success rate, (b) Rewards and (c) Number of turns.

core of A2C and A2CER models is that it enhances stability by learning parameters separately for both the

policy (actor) as well as value-function (critic).

Furthermore, it is also evident that the inclusion of experience replay improves the A2C performance sig-

nificantly. Learning with the help of experience replay, A2CER achieves high sample efficiency, which reflects

in the performance comparison with A2C. Thus, the A2CER has not only the capability of stable learning by re-

ducing the variance as an actor-critic method but is also better at handling low sample-efficiency as an ER-based

RL method.

Table 4.6 Reward and success rates of the four policy models with Standard and Unfriendly user simulator under
three different values of SER, i.e. 0%, 15% and 30%. The highest reward obtained by a data-driven model in
each row is highlighted. (Suc.= Success rates (average), Rew.= Reward (average))

User SER(%)
GP-SARSA DQN A2C A2CER Rule-Based
Suc. Rew. Suc. Rew. Suc. Rew. Suc. Rew. Suc. Rew.

Standard
0% 98.4% 12.4 89.4% 12.7 93.1% 12.9 95.5% 13.8 100.0% 15.0
15% 96.6% 12.8 84.8% 11.6 90.8% 12.3 94.6% 12.5 98.8% 13.4
30% 93.1% 10.3 81.6% 11.3 88.2% 11.8 92.8% 11.4 97.0% 12.6

Unfriendly
0% 88.9% 9.7 80.2% 3.7 85.3% 9.9 89.2% 9.8 94.2% 11.5
15% 82.5% 7.9 74.8% -0.3 78.8% 6.4 83.4% 8.2 92.4% 9.3
30% 79.7% 6.7 69.3% -2.1 73.7% 5.0 81.1% 7.0 89.8% 8.6
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Table 4.6 compares the policy models on the basis of reward and success rates after 4000 training dialogues.

Each row represents a different task with the user-type provided by the user simulator and the SER set by the

error model. The first three rows compare the performance of policy learning models with data generated by

the standard user simulator under 0% SER introduced by the error model. As the standard user simulator carries

fruitful interactions with the policy by providing all the required pieces of information, the performance in

terms of success rate is comparatively higher than the unfriendly user. The impact of SER is also evident in the

performance of the models. When the percentage (%) of SER increases, the average success rates and average

rewards get reduced.

The GP-SARSA shows the highest success rates in all six environmental settings. This is due to its superi-

ority in modelling the uncertainty with efficient exploration/exploitation approximation kernel function under

small size application domain. In addition, it is a non-parametric method and performs optimisation in value

space rather than policy space. It makes it less effective in high-dimensional or continuous action spaces because

when the space is large, the usage of memory and computation consumption grows rapidly. DQN achieves the

lowest performance due to high-variance in the samples as well as often converges to local-optima. This is why

its performance is highly unstable.

In deep learning-based RL approaches, actor-critic based models show more stable performance and are

comparable to others in all the environment settings. In addition, the incorporation of experience replay clearly

enhances the actor-critic performance design A2CER policy learning. Overall, the results validate the benefit

of data-driven deep learning-based policy learning for dialogue, where the system can effectively be pre-trained

using the data generated by a user-simulator under several challenging environmental modes and then can further

be refined via real-time user interactions.

The experiment shows that A2CER’s performance is comparable to GP-SARSA in terms of sample effi-

ciency, speed of convergence, success rate, rewards and the number of turns. However, the success rate of

A2CER remains 1-3 percentage points lower than the GP-SARSA; A2CER needs fewer dialogue samples to

train and eventually achieves higher rewards compared to GP-SARSA. This is because the A2CER algorithm

optimises the reward function rather than the success rate, which leads to a slightly lower success rate. Moreover,

A2CER performs well compared to other neural network-based RL methods in terms of success rate, sample

efficiency, speed of convergence and rewards.

Lastly, It is worth noting the performance of Rule-Based policy. In almost all the tasks, it outperforms all the

RL-based policies in our Restaurant domain. It shows that the data-driven RL-based models still suffer from the

issues of large state spaces learning. However, the state space abstraction [285, 286] can be utilised to mitigate

the issue; the problem is open to future research in this area.
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Figure 4.7 Success rate of A2CER with varying hyperparameter c.
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Figure 4.8 Success rate of A2CER with varying hyperparameter n.

4.6.2 Hyperparameter Tuning

This section investigates the effect of hyperparameters c and n on the performance of the proposed A2CER

algorithm. The c value sets the upper bound for IS weight. The estimated weight higher than c is truncated. It

helps in setting up the accurate bias correction term. A very high value of c ignores the truncation effect, while

a too low value leads to the introduction of a less accurate bias correction term. From Figure 4.7, we observe

that c=5 achieves the highest success rate and overall good performance. In addition, it is also evident that for

a wide range of values c=1 to c=20, there is no significant change in the final performance. It shows that this

hyperparameter does not have much influence on the algorithm’s performance. Figure 4.8, on the other hand,

explore the A2CER’s performance on the number of training steps per episode n. It is observed that the training

diverges substantially when n is too high due to rapid change in the policy value. When n=1, the algorithm

converges quickly, and performance is also good, while n=10, the performance is consistently poor. For n=30

and n=50, the algorithm diverges completely.
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4.6.3 Learning from Demonstration Data

Training a dialogue policy from scratch always draws a poor user experience in the initial stage until a sufficient

amount of interactions have been performed, achieving the acceptable behaviour for a system no matter what

model or learning algorithm we use. As mentioned in Section 4.5.4, a demonstration data as an off-line corpus

can help in mitigating this problem. To investigate this, we utilise the HDRS corpus [1] containing 1400 real

user dialogues in the Allahabad Restaurant domain (see Appendix A for the brief description of the domain).

The corpus was divided into 4:1:1 ratio of training, testing and development sets.
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Figure 4.9 Learning curve of A2CER policy with demonstration data.

Figure 4.9 shows the impact of demonstration data in policy learning using A2CER in a noise-free condi-

tion (0% SER). We use the demonstration data in two ways aiming to achieve improved performance: 1) use

it to pre-train the model (SL_model), 2) use it as initial experience replay (SL_replay), or 3) both. Success

rates over four combinations of A2CER policy learning and a SL_model based policy are drawn for the inves-

tigation. The A2CER model followed by the supervised training (A2CER+SL_model) shows the improvement

only after 600 interactions on-line with the users after sufficient interactions. This is because the pre-trained

parameters obtained from the optimised SL are quite distinct from the optimal parameters of A2CER. Using

the demonstration data as a replay buffer (A2CER+SL_replay) shows better performance otherwise when the

model (A2CER) is trained from scratch. Additionally, the combined role of SL pre-training and SL replay

(A2CER+SL_model+SL_replay) achieves the best result by encompassing the two-fold benefit of demonstra-

tion data. It is evident that the use of demonstration data provides an initial boost in the performance of the

A2CER algorithm compared to learning it from scratch.
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Figure 4.10 Success rate of A2CER and GP-SARSA on summary and master action spaces.

4.6.4 Comparison on Master and Summary Action Space

In our experiments, A2CER delivers comparable performance among NN-based RL methods but performs

almost equally if not slightly worse than the GP-SARSA. The previous experiments were done on the summary

action space containing only 15 actions. GP-SARSA suffers from high prohibitive computational costs in a

magnitude order of more actions as it needs to invert the Gram matrix [124] before predicting each response.

On the other hand, the A2CER might be useful in such scenarios because it does not have the prohibitive

computation cost, and is supposed to train efficiently in a very less time than GP-SARSA.

To prove the hypothesis, we experiment with A2CER and GP-SARSA and compare their performance both

on summary and master action spaces in Figure 4.10. Both A2CER and GP-SARSA suffer from slow conver-

gence on master action space. It was anticipated because the system has to choose one from a set of large actions

in the master action space (205 in comparison with 15 summary actions). Additionally, the random initialisa-

tion of a policy will be less reasonable on the master action space than on the summary space; the latter has the

advantage of hard-coded heuristic-based mapping from summary to master action.

It is evident that both A2CER and GP-SARSA are able to perform well with the large action spaces quite

efficiently. Due to better sample efficiency, GP-SARSA achieves improved performance than A2CER on the

challenging master action space. Despite this, it takes a huge amount of time to train due to the requirement

of vast computational resources to run. When trained on master action space, A2CER took 4.5 hours to learn,

while GP-SARSA ran for 5.3 days to complete the training. With a slightly lower success rate, A2CER is

more reasonable than the GP-SARSA in terms of the computational cost and suitable to be utilised in real-time

interactions on a reasonably sized domain.
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Table 4.7 Human Evaluation.

GP-SARSA A2CER
Success rate 91.8% 91.2%
Avg Reward per dialogue 11.34(±7.67) 12.43(±8.35)
Avg Turns per dialogue 5.46(±3.29) 4.38(±2.71)

4.6.5 Human Evaluation

In the previous sections, the models are analysed in a simulated environment. To test the generalised perfor-

mance of the proposed methods, we set up and evaluate the trained dialogue policies in real-time interactions

with users as suggested in [287]. We recruited some students and used our WOZ setup [1] who can voluntarily

interact with our dialogue system and rate it. We used two dialogue policies, i.e. GP-SARSA and A2CER. They

were trained on summary action space with 15% SER to be capable of handling sufficient ASR errors. The

learnt policies are then incorporated into the SDS pipeline with commercial ASR and TTS systems. The users

were asked to interact with the system aiming to find restaurants based on the particular features of the given

task. In the experiment, subjects were uniformly allocated to each analysed systems (dialogue policy method).

Upon completing the dialogue, the users were asked to judge the conversation whether it was successful or not.

Table 4.7 presents the success rate, mean of rewards and number of turns obtained from both systems. In terms

of success rate, both dialogue policies perform well. However, A2CER achieves considerably higher rewards

under smaller average turns during the interactions.

4.7 Summary

The chapter presents the problem of building a dialogue policy in the Hindi domain under a task-oriented en-

vironment, which is solved by adapting two categories of RL methods, i.e. value-based and policy-based. The

contributions lie in the following points:

• The chapter demonstrates the effectiveness of RL in learning a dialogue policy and gives a brief discussion

of modelling the dialogue as a POMDP. It also discusses the limitations of value-based methods.

• The recent introduction of deep learning in RL methods has also been investigated, which comes under

the policy-based category especially gradient-based methods.

• In the experimental setup, we describe the components, i.e. user simulator, dialogue evaluation and reward

estimation and models undertaken like value-based methods, i.e. GP-SARSA, DQN, policy-based DRL

methods, i.e. A2C, followed by our proposed A2CER.
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• We prove that our version of A2C with experience replay achieves better performance than the current

state-of-the-art NN-based policy learning methods. It is found to be more sample-efficient and broadly

competitive with GP-SARSA in terms of success rates and the average of collected rewards.

However, A2CER still lags behind the GP-SARSA, as the currently used application domain is relatively small.

A2CER will surely beat when experimented on very large-domain spaces. Additionally, we have also shown

how the demonstration data can be helpful in mitigating the model’s early-stage performance issues. A2CER is

found to be effective with this setting.

Whether training is being performed on a summary or master action space, both are the set of static action

only. The major limitation under this framework is that the entire policy must be relearned from scratch when a

new action space or new domain-ontology schema is introduced. It would be a serious limitation in maintaining

a real-life dialogue system, as it requires a regular change in the action space and database schema. Hence, the

training algorithms need to be devised that are able to keep their preexistent knowledge and capable of adapting

new changes in the framework, which is an important and vital area to investigate in the future. There are many

possible ways to explore it within the framework of DRL based dialogue modelling [288].



Chapter 5

Hindi Dialogue Generation

5.1 Introduction

The task of the Natural Language Dialogue Generation (NLDG) module in a task-oriented SDS is to pro-

duce a natural, meaningful sentence on a specified Dialogue-Act (DA) [136, 29]. A dialogue act has the

details of action to be performed, i.e. inform or request accompanied with one or more slot-value pairs, i.e.

inform(name=“महाराजा तदंरूी रसे्टोरेंट”, near=“एम जी मागर्”, kidsallowed=“yes”, food=“नाथर् इं डयन”) as shown:

D.Act:
inform(name=“महाराजा तदंरूी रसे्टोरेंट”, near=“एम जी मागर्”,

kidsallowed=“yes”, food=“नाथर् इं डयन”)

G.Utterance:
महाराजा तदंरूी रसे्टोरेंट एम जी मागर् में है वहाँ नाथर् इं डयन खाना िमलता है

और बच्चों को प्रवेश क अनुम त ह।ै

D.Act: System DA to be converted into the natural sentence.

G.Utterance: Generated system utterance.

A natural language dialogue generator must be capable of producing semantically and syntactically correct

utterances. In order to draw a natural conversation, NLDG systems should express all the information presented

in an input DA. In a general architecture, the NLDG task is carried out in two phases: 1. sentence planning and 2.

surface realisation. The sentence planning phase handles the generation of intermediate structures, i.e. Bayesian

network, dependency trees or templates from the semantic input (DA) [136, 29]. Later, this intermediate form

will be realised as the final natural language response in the surface realisation phase.

Initially, most NLDG systems were based on rule-based approaches [131, 28] or a hybrid of handcrafted and

statistical methods [132, 134, 133]. For example, the first statistical NLDGmodel,HALogen1, was implemented

by Langkild et al., which performs reranking on handcrafted candidates using an n-gram LanguageModel (LM)
1HALogen is a successor to Nitrogen [132].
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[134]. In 2000, a class-based n-gram language model generator, a type of word-based generator, was proposed

to generate sentences stochastically for a task-oriented dialogue system [27]. However, inherently it has a very

high computation cost, and it is indefinite about covering all possible semantics in the outputs. Hence later, the

word-based generators were replaced by phrase-based generators which had not only reduced the computation

cost but also generated linguistically varied utterances [136, 29]. However, the phrase-based generators are

restricted to semantically-aligned corpora which are tedious and expensive to collect.

More recently, researchers have used methods that do not require aligned data and perform end-to-end train-

ing to get sentence planning and surface realisation done in one go [137]. For achieving the naturalness, variation

and scalability on unaligned corpora, they incorporated the deep-learning models. The successful approaches

use the RNN-basedmodels to train the encoder-decoder on a corpus of paired DAs and corresponding utterances

[32, 33]. Wen et al. proposed various Recurrent Neural Network Language Generation (RNNLG) models, i.e.

Attention-Based Encoder-Decoder (ENC-DEC), Heuristically-gated LSTM (H-LSTM) and Semantically Con-

trolled LSTM (SC-LSTM) which are also shown to be effective for the NLDGmodule in task-oriented dialogue

systems [12, 138]. Although the deep-learning methods are supposed to learn a high level of semantics, but

they require a large amount of data for even a small task-oriented system.

Furthermore, in the rule-based and statistical models, e.g. n-gram and K-Nearest Neighbors (KNN), the

NLDG module in an SDS considers only the provided DA as input and can not adapt to the user’s way of

speaking. People have tried just not only to avoid the repetition but also to add variations into the generated

responses, typically, either by alternating over a pool of preset responses [289], selecting randomly over k-best

generated samples or using overgeneration [12]. The concept of entrainment has also been introduced recently

into NLDG in SDS to enhance the perceived naturalness of the response, but they are primarily rule-based [290].

However, we have observed that none of the approaches has been investigated on a Hindi-corpora.

In this chapter, we have explored several RNNLG-based models: (a) H-LSTM, (b) SC-LSTM, (c) Modified

Semantically Controlled LSTM (MSC-LSTM), (d) ENC-DEC, (e) SC-RNN, (f) H-RNN and (g) Vanilla-LSTM

(V-LSTM) and compared them with the benchmark models, i.e. Hand-Crafted (HDC), KNNmodel and n-gram

model. All the models are experimented on our own Hindi dialogue dataset, collected on the restaurant domain.

The modified RNNLG-models with the proposed dataset are released at the following URL:

https://github.com/skmalviya/RNNLG-Hindi

The chapter is organised into six sections: current Section 5.1 presents introduction of the chapter discussing

the NLDG task and related work. Section 5.2 and 5.3, described the baseline NLDG models and RNNLG

framework based models respectively. The experimental studies with dataset description and results & analysis

are presented in Section 5.4 and 5.5, respectively, followed by Section 5.6, which mentions the conclusion &

possible future extensions.

https://github.com/skmalviya/RNNLG-Hindi
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5.2 Baseline NLDGModels

This section describes baseline-NLDG models, e.g. n-gram and KNN. In the next section, V-LSTM, H-RNN,

H-LSTM, ENC-DEC, SC-RNN, SC-LSTM and MSC-LSTM are discussed, which are variants of recurrent-

neural models.

5.2.1 Class-Based n-gram Model

It first divides the data over each existing combinations2 of action and slot-value pairs. Then it estimates an

n-gram model separately for each class. This work chooses n-gram = 5 as the maximum n-gram window size.

It generates the utterances based on the probability distribution of tokens in delexicalised utterances [27]. The

model decodes (generates) utterances with beam-search decoding.

Suppose an utterance is to be generated on a DA-class d. The model generates a set of candidate-output

sentences through the language model trained for the DA-class d. Based on the probability of an utterance

P (X), the most likely output candidate is selected through Equation 5.1:

X = argmax
X

P (X|d) = argmax
X

P (X) (5.1)

where, X denotes an output sentence as X = (x1, x2, ..., xT ) with a sequence of words x1, x2, ..., xT and d is

the desired class for which the sentence is to be generated. The class term d is common to all the generations,

so it can be discarded. Thus, the P (X) is estimated by the chain-rule as below:

P (X) = P (x1, x2, ..., xT ) =
T∏
t=1

P (xt|x1, x2, ...xt−1) (5.2)

where, P (xt|x1, x2, ...xt−1) is calculated using the n-gram exist in the training corpus:

P (x1, x2, ..., xT ) =
count(xt−n, ..., xt−1, xt)

count(xt−n, ..., xt−1)
(5.3)

where, count(xt−n, ..., xt−1, xt) denotes the number of times a sequence of terms (n-gram) occurs in the dataset.

5.2.2 KNN Model

This model is based on the K-Nearest Neighbors (KNN) classifier. It generates an utterance with the help of

training and validation data from the corpus. First, it constructs a 1-hot DA vector and finds its (da1) similarity

da_sim (as shown in Equation 5.4) with all DA vectors (da2) of training and validation data to generate top-n
2It is accomplished by assigning each DA to a group of similar physical appearance.
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delexicalised utterances based on the similarity score. Later, it reranks the delexicalised utterances on the basis

of Total Error (Slot Error + Binary-Value Error) and then lexicalises it for the surface-realisation.

da_sim =
len
(
A(da1) ∩A(da2)

)
+ len

(
SV (da1) ∩ SV (da2)

)√
len
(
A(da1) +A(da2)

)
∗
√

len
(
SV (da1) + SV (da2)

) (5.4)

where, len() shows the length of a set, A(), SV () represents a set of actions and slot-value pairs respectively

of a DA. it is simple and easy to implement but computationally inefficient as it requires a huge number of

comparisons for each generation.

5.3 RNNLGModels

This section describes various RNNLG framework based NLDG models [138]. The use of RNN in language

generation got inspired after it was successfully applied in sequential data prediction through the RNN based

Language Modelling (RNNLM) [68, 291]. It was proved that RNNLM learns the output distribution on the

previous word as input and generates syntactically correct sequences. However, the sequential output does not

ensure semantic coherency. Hence, to generate appropriate sequences, RNN based models are required to be

conditioned on semantic details as well.

Basically, in RNNLG, a generator takes DA as an input, comprised of DA-type, i.e., inform, request, affirm,

etc., and a set of slot-value pairs and generates an appropriate utterance in return. As shown in Figure 5.1, the

DA ‘inform(name=“राजवाड़ा”, area=“कनर्ल गजं”)’ is given as input and the generated output is ‘राजवाड़ा कनर्ल

गजं में ह।ै’. The framework comprises of two parts: first a DA-cell which deals with content-planning (semantics)

that updates the DA-vector3 at each time-step either stochastically or heuristically and second an sequence-

to-sequence (s2s) cell that deals with surface-realisation (utterance-generation) and updates the hidden-vector

conditioned on both delexicalised utterance as well as current DA-vector as in Equation 5.5.

Before training an s2s-cell, the data is first delexicalised by replacing the values of slots with the specified

slot-tokens4, to make efficient use of training data. The network output is a sequence of tokens that can be

lexicalised for the appropriate surface realisation.

Typically, a model in RNNLG framework takes Word2Vec embedding wt of a token wt as an input at each

time step t in conditioned with the previous hidden state ht−1 and update it as ht for the next iteration to predict

the next token wt+1 cf., Equation. 5.6 and 5.7. Furthermore, DA’s encoding dt is also encapsulated in the RNN

in order to embed DA’s effect in the generation. Hence, the recurrent function f that updates the hidden state is

represented as:
3DA-vector is a 1-hot encoded vector of action-type and slot-value-type where values are corresponding to occurrences of a given

slot e.g. sv.name._1, sv.name._2.
4Here, token is used to represent both word and slot-token e.g. SLOT_NAME, SLOT_AREA etc. in a delexicalised sentence.
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one-hot dialogue-act
  vector representation

inform(name=रजवाड़ा; area=कन�ल गंज)
inform(name=value, area=value)

Delexicalisation

(1,0,0,0,0,.....0,0,1,0,0,0,0,0,.....0,0,0,0,1,.....)

Encode & Allign / Control

Lexicalisation

SLOT_NAME SLOT_AREA म� ह � । </s>

कन�ल गंजरजवाड़ा म� ह � । </s>

Figure 5.1 Basic RNNLG Framework

ht = f(wt,ht−1,dt) (5.5)

This updated hidden state is then transformed to an output probability distribution, from which the next

token in the sequence is sampled by function f with softmax-encoding as in Equation 5.6. After training the

model at each time step t, the output is generated through beam-search decoding as in Equation 5.7:

P (wt+1|wt, wt−1, ..., w0,dt) = softmax(Whoht) (5.6)

wt+1 ∼ P (wt+1|wt, wt−1, ..., w0,dt). (5.7)

The different approaches for generating hidden-vector in RNN/LSTM cell and generating updated DA-vector

in DA-cell are explained in the following sub-sections. The simplest model of this framework is Vanilla-LSTM

which takes aligned 1-hot DA-vector. So it does not require additional DA-cell.

5.3.1 Vanilla-LSTM

A type of gated RNN architecture, Vanilla-LSTM (V-LSTM) stores more relevant information with the help of

a memory-cell ct and a set of pointwise multiplicative/additive gates to regulate how the memory-cell is going

to be updated, stored and used subsequently [17, 292]. In each iteration, input token wt and previous hidden

state ht−1 and previous cell-state ct−1 are given to LSTM-cell and updates its internal states as follows:

it = σ(Wwiwt +Whiht−1 +Wdidt) (5.8)
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ft = σ(Wwfwt +Whfht−1 +Wdfdt) (5.9)

ot = σ(Wwowt +Whoht−1 +Wdodt) (5.10)

ĉt = σ(Wwcwt +Whcht−1 +Wdcdt) (5.11)

ct = ft ⊙ ct−1 + it ⊙ ĉt (5.12)

ht = ot ⊙ tanh(ct) (5.13)

here, σ and tanh are the activation functions. Using the W∗,∗ model parameters, it, ft and ot estimate the

typical input, forget and output gates values. ⊙ performs the element-wise multiplication. As per the V-LSTM

architecture, current cell value ĉt after getting modified by the gates’ values, will generate the true cell-value ct

at time t.

This is the Vanilla-LSTM implementation. The remainder of the section explains other RNNLG framework

models capable of incorporating context information that ensures themeaning of the surface-output be consistent

with the input DA. We have explored various ways to implement the recurrent function f such as H-LSTM, SC-

LSTM, MSC-LSTM (proposed) and ENC-DEC [138]. All the models follow a typical two-cell architecture

as mentioned earlier, first a DA-cell to model the semantic-input dt and second an LSTM-cell for updating the

hidden-vector ht.

[�, ]���
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inform(name=रजवाड़ा; area=कन�ल गंज)
inform(name=value, area=value)

Delexicalisation

(1,0,0,0,0,.....0,0,1,0,0,0,0,0,.....0,0,0,0,1,.....)

Lexicalisation

SLOT_NAME SLOT_AREA म� ह � । </s>

कन�ल गंजरजवाड़ा म� ह � । </s>
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Figure 5.2 The architecture of H-LSTM Model.
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5.3.2 Heuristically-Gated Model (H-RNN, H-LSTM)

The heuristic approach for DA-cell was proposed to incorporate the current DA-information dt in the form of

a 1-hot encoding vector of DA-type and slot-value pairs to generate meaningful utterances [12]. The architec-

ture of the H-LSTM model is shown in Fig. 5.2. In order to avoid the undesirable repetitions in the genera-

tion, dt is reapplied together with the wt through a heuristic reading-gate rt in DA-cell by Equation 5.14 and

5.15. The reading-gate’s task is to update dt−1 such that if any slote-token, e.g. SLOT_NAME, SLOT_AREA,

DONT_CARE etc. appeared in the last step, then the index of corresponding slot-value in dt−1 was set to zero

with the help of Equation 5.14:

dt = rt ⊙ dt−1 (5.14)

dt = tanh(Wrddt) (5.15)

Due to the vanishing gradient problem in long sentences, an improved version of LSTM is used as an s2s

model and is called H-LSTM (Heuristically-gated LSTM) as it takes heuristically modified dt as input in each

time-step:

it = σ(Wwiwt +Whiht−1 +Wdidt) (5.16)

ft = σ(Wwfwt +Whfht−1 +Wdfdt) (5.17)

ot = σ(Wwowt +Whoht−1 +Wdodt) (5.18)

ĉt = σ(Wwcwt +Whcht−1 +Wdcdt) (5.19)

ct = ft ⊙ ct−1 + it ⊙ ĉt (5.20)

ht = ot ⊙ tanh(ct) (5.21)

where,W∗,∗ represents training weights and it, ft, ot are the input, forget and output gates of the LSTM-cell and

ĉt, ct denotes step-wise local and global vector of thememory-cell. ⊙ performs the element-wisemultiplication.

Both RNN and LSTM models with heuristically-gated architecture are used for the surface-realisation. In

H-RNN, the hidden-vector ht is updated by:

ht = σ(Wwhwt +Whhht−1 +Wdhdt−1) (5.22)

H-RNN’s architecture is depicted in Figure 5.1.
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  vector representation

inform(name=रजवाड़ा; area=कन�ल गंज)
inform(name=value, area=value)

(1,0,0,0,0,.....0,0,1,0,0,0,0,0,.....0,0,0,0,1,.....)

Figure 5.3 The architecture of SC-LSTM Model

5.3.3 Semantically-Controlled Models (SC-LSTM, SC-RNN)

As we see, H-LSTM perfectly models the delexicalised data and incorporates DA details accurately up to a level

in the generation. But this simple content-planning ability does not make it capable of handling the binary-slots,

e.g. kidsallowed=yes and the slots assigned with ‘DONT_CARE’ value, which can not be delexicalised. It is

evident that the direct one-to-one matching of slot-value pairs and the corresponding surface-form realisation

is not possible in H-LSTM. To address this issue, a mechanism for reading-gate rt in the DA-cell is proposed

by Wen et al. [12] (as shown in Fig. 5.3), which remembers the associated phrases corresponding to slot-value

pairs stochastically.

rt = σ(Wwrwt +Whrht−1 +Wdrdt−1) (5.23)

where, Wwr, Whr and Wdr are again the weight matrix to learn the sequential pattern of both key-phrases

and the associated slot-values. Thus, the updated reading gate as in Equation 5.23, if replaced in Equation 5.14,

would make the model more resilient to learn delexicalised phrases.

For surface realisation, both RNN and LSTM cells are used separately as language generation model of SC-

RNN and SC-LSTM. In SC-RNN, the final output depends only on the hidden vector as presented in Figure 5.4:
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Figure 5.4 The architecture of SC-RNN Model.

ht = ot = σ(Wwowt +Whoht−1) + tanh(Wdodt) (5.24)

Build on a typical LSTM architecture, SC-LSTM also has a memory-cell (see Figure 5.3). The model

updates the hidden layer as follows:

it = σ(Wwiwt +Whiht−1) (5.25)

ft = σ(Wwfwt +Whfht−1) (5.26)

ot = σ(Wwowt +Whoht−1) (5.27)

ĉt = σ(Wwcwt +Whcht−1) (5.28)

ct = ft ⊙ ct−1 + it ⊙ ĉ+ tanh(Wdhdt) (5.29)

ht = ot ⊙ tanh(ct) (5.30)
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Figure 5.5 The architecture of MSC-LSTM Model.

5.3.4 Modified-Semantically-Controlled Model (MSC-LSTM)

Weproposed amodified version of SC-LSTM (MSC-LSTM) that includes the influencedt not only in estimating

the memory-cell value but also in readjusting the weights of input, forget and output gates. MSC-LSTM shows

better performance than SC-LSTM and H-LSTM, as discussed in the result section 5.5. DA-cell is the same as

in SC-LSTM. In LSTM-cell now, the current DA-vector (without DA-act type) is conditioned on each input,

forget and output gate beside the memory-cell as in Figure 5.5. So, the modification is only in the estimation of

it, ft and ot:

it = σ(Wwiwt +Whiht−1 +Wdidt−1) (5.31)

ft = σ(Wwfwt +Whfht−1 +Wdfdt−1) (5.32)

ot = σ(Wwowt +Whoht−1 +Wdodt−1) (5.33)

ĉt = tanh(Wwcwt +Whcht−1) (5.34)

ct = ft ⊙ ct−1 + it ⊙ ĉ+ tanh(Wdhdt) (5.35)

ht = ot ⊙ tanh(ct) (5.36)
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5.3.5 Attention-Based Encoder-Decoder (ENC-DEC)

This model is based on the architecture proposed earlier for Neural Machine Translation [31] which takes at-

tention from all the slot-value during the encoding such that the sum of attention-distribution is equal to one, as

shown in Figure 5.6. The ith slot-value pair zi is represented by the sum of distributed vectors of slot-embeddings

si and value-embeddings vi:

zi = si + vi (5.37)

inform(name=रजवाड़ा; area=कन�ल गंज)

Delexicalisation

�

Lexicalisation

SLOT_NAME SLOT_AREA म� ह � । </s>

कन�ल गंजरजवाड़ा म� ह � । </s>

� ∗ ��
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inform name=value area=value
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��−1
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Figure 5.6 The architecture of Attention-Based ENC-DEC Model.

where, the size of vectors si and vi is set equal to hidden-vector size. For adding semantics to dt, the slots and

values are separately represented as a parameterised vector [33]. At each time-step t, the output of the DA-cell

dt is estimated by zi, weighted to its attentions:

dt = a⊕
∑
i

ωt,izi (5.38)

where a is the vector representation of DA-type and ⊕ is the sign of concatenation, and ωt,i is the attention-

weight of ith slot-value pair. At each iteration, the attention of all the slot-value pairs are calculated as βt,i and

normalised between 0 and 1 as ωt,i by Equation 5.39 and 5.40 respectively:
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βt,i = qT tanh(Whmht−1 +Wmmzi) (5.39)

ωt,i =
exp(βt,i)∑
i exp(βt,i)

(5.40)

where, q and W∗,∗ are the parameters to be trained. In the decoding phase, we use the s2s-cell of H-LSTM

model in the upper cell to estimate hidden vector ht for predicting the next token.

5.4 Experiments

The experiments are conducted here not only to observe the performance of each LSTM variant discussed in

Section 5.3 but also to compare them with the standard baselines. The effectiveness of the models is compared

using several metrics and different model architectures.

5.4.1 Hindi Word2Vec Embeddings

Word2Vec based word embeddings is a good approach for representing text in natural language processing

under a deep-learning paradigm as it provides a better result than one-hot encodings [218]. Word-embeddings

represent each token5 in the vocabulary with a numeric vector of a certain length. A simpleWord2Vec6 approach

with the skip-gram model is used to learn the word-embeddings through a shallow neural network. A small

corpus consisting of entire delexicalised training data and 10K Hindi-monolingual7 [293] sentences are used to

train the word-embeddings. The training parameters of a window and vector size are empirically set to 5 and

100, respectively.

5.4.2 Evaluation Metrics and Baseline-Models

For evaluating the NLDG systems, researchers have generally considered both objective as well as human eval-

uation. We have compared the models on several standard evaluation metrics: BLEU-score [274], T-Error

(Total Error), S-Error (Slot Error) and BV-Error (Binary-Value Error) [189]. In general, T-Error denotes all

miss-matches of slot-values in a DA and the corresponding generated utterance, while S-Error considers miss-

matches only for those slots which do not have binary-values. BV-Error denotes miss-matches of those slots

which have binary-values. All the error metrics were calculated by averaging mismatched errors over each of the

realisations in the entire corpus. These models are compared with the standard baselines models listed below:
5A word belongs to Delexicalised reference utterances of the data.
6https://radimrehurek.com/gensim/index.html
7A set of 10K senten are extracted randomly form http://www.cfilt.iitb.ac.in/iitb_parallel/.

https://radimrehurek.com/gensim/index.html
http://www.cfilt.iitb.ac.in/iitb_parallel/
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• Rule-based (HDC) generator,

• K-Nearest Neighbors (KNN) based generator,

• n-gram for class-based generator proposed by [27].

5.4.3 Datasets

The generation-systems are targeted towards building a spoken dialogue system capable for providing details

of the desired restaurant in Allahabad8 (a city in India). We considered eight DA-types, i.e. inform: presenting

required information about restaurants to the user, confirm: to confirm about a slot value conveyed by the user.

The restaurant domain consists of 8 attributes (slots) like food, area, price range. The detailed ontology is

presented in Section 2.1.3.

The corpus is collected in the domain of searching a restaurant in a city by a group of Hindi-speaking people.

All the persons were first shown a set of pairs of simple DA and corresponding realisation to get the idea of the

task. Afterwards, each participant has been presented with an unseen DA comprised of act type followed by

a set of slot-value pairs and asked to input an appropriate natural language sentence in Hindi. We managed to

collect 3K pairs of DAs and corresponding utterances over ∼200 distinct DAs.

5.4.4 Experimental Setups

The RNNLG framework based generators were implemented using the PyDial Framework9 in Theano-Library.

The models are trained on an individual corpus partitioned in the ratio of 3:1:1 of training, validation and testing

set with stochastic gradient-descent and back-propagation. L2-regularisation is applied in order to prevent over-

fitting with regularisation factor 10−7. Additionally, early stopping criteria based on the validation error has

also been incorporated to avoid over-fitting.

All the RNNLG framework based models are trained using a cross-entropy loss function, estimated between

the predicted word distribution pt and the actual word distribution yt, including the regularised DA-vector and

its transition dynamics as in Equation 5.41:

L(θ) =
∑
t

pT
t log(yt) + ||dT ||+

T−1∑
t=0

ηξ||dt+1−dt|| (5.41)

Where, L(θ) corresponds to cross-entropy loss, θ is training weight-matrix, dT is DA-vector of the previous

time-step. η and ξ are regularisation constants set to 10-4 and 100 respectively.
8https://en.wikipedia.org/wiki/Allahabad
9The Cambridge University Python Multi-domain Statistical Dialogue System Toolkit http://www.camdial.org/pydial/.

https://en.wikipedia.org/wiki/Allahabad
http://www.camdial.org/pydial/
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In the decoding phase, the model generates 20 utterances based on the beam-search decoding from which

the top 5 are selected based on T-Error10[294]. The results depict the top performance of the models as obtained

in the experiments.

Table 5.1 Result of various Models. (Underlined-Models are the baseline models.
Errors are in percentage(%).)

Models
Test Validation

BLEU T-Error S-Error BLEU T-Error S-Error
HDC 0.26 0.00 0.00 - - -
n-gram 0.85 4.20 2.57 - - -
KNN 0.88 0.28 0.24 - - -
V-LSTM 0.68 2.36 1.38 0.71 1.37 1.86
H-RNN 0.69 2.21 1.21 0.72 1.32 0.54
SC-RNN 0.70 1.67 1.20 0.74 1.88 1.06
ENC-DEC 0.79 1.43 0.83 0.77 3.01 2.06
H-LSTM 0.75 1.09 0.19 0.76 1.35 0.39
SC-LSTM 0.77 1.68 1.16 0.77 1.65 0.83
MSC-LSTM 0.80 0.98 0.59 0.79 1.16 0.77
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Figure 5.7 Comparison of RNNLG Models on (%) of Training-Data.

5.5 Results & Analysis

In this section, we compare the output of all the models discussed in section 5.3. The comparison of test and

validation results is shown in Table 5.1. The HDC baseline model generates error-free utterances in terms of
10Utterances having minimum Total Error (T-Error) are selected.
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slot-value pairs but with the lowest BLEU-score. The reason is that HDC is designed based on the pre-defined

rules to generate rigid utterances which are different from the human collected utterances. Another drawback

of the HDC model is scalability making this model difficult to expand over the large domains. Next, the n-

gram baseline model shows improvement on BLEU-score compared to HDC but render the worst S-Error due

to missing slot-value pairs in the output. The third baseline model, KNN, which is based on the similarity of

dialogue-acts of testing data to training and validating part of the corpus, shows the best results in terms of

BLEU-score and Error-values if 100% data is opted for training, testing and validation in the ratio of (3:1:1).

But, if the training data size is reduced, its BLEU and Error-values get worse faster than the other models, as

shown in Figure 5.7.
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Figure 5.9 H-LSTM: key-phrase processing sequence.

The RNNLG models have not only shown greater performance than the above models but also found to

be scalable and adaptable towards the large domain. However, the ENC-DEC result is not up to the mark as

compared to heuristically-gated and semantically-controlled models. This is due to the inherent limitation of

attention-mechanism, which does not prevent the slot repetitions in the generation process, as shown in Figure

5.8. It signifies that the attention mechanism in END-DEC is unable to model the DA information well. This

limitation is overcome in the later models by checking the slot repetition by modelling the DA-information sep-

arately through a DA-cell. This fact is evident in Figure 5.7. The key-phrase processing sequence of all the

models are constructed corresponding to a DA = ‘inform(name=“गोल्डन रसोई रसे्तरा”ं, price range=“महगंा”,

food=“चाइनीस”, kidsall-owed = “yes”)’ which represent how various models process the given DA as de-

picted in Figures 5.8, 5.9 and 5.10.
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(c) MSC-LSTM : key-phrase detector

Figure 5.10 Key-phrase detection in Semantically-conditioned Models.
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Figure 5.11 Change of SV-vector during the Transformation.

Table 5.2 BLEU-score of Models on various scales of the data (%).

Models 20% 40% 60% 80% 100%
HDC 0.21 0.23 0.24 0.25 0.26
n-gram 0.44 0.50 0.69 0.85 0.85
KNN 0.54 0.56 0.75 0.81 0.88
V-LSTM 0.56 0.59 0.62 0.64 0.68
H-RNN 0.59 0.61 0.67 0.63 0.69
SC-RNN 0.63 0.66 0.69 0.66 0.70
ENC-DEC 0.70 0.77 0.78 0.80 0.79
H-LSTM 0.68 0.71 0.72 0.74 0.75
SC-LSTM 0.66 0.75 0.77 0.78 0.77
MSC-LSTM 0.73 0.76 0.79 0.80 0.80

Higher is better.
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In the category of neural NLDG models, V-LSTM presents comparatively lowest performance as it does

not model the DA-cell separately. On the contrary, the RNN based models, H-RNN and SC-RNN show better

performance than the V-LSTM model as they do have the DA-cell, but their accuracy is lower than their cor-

responding LSTM models, i.e. H-LSTM and SC-LSTM. It proves the supremacy of LSTM models over the

RNN as the former is better able to handle the problem of vanishing gradient in the generation of long-length

utterances when associated with an external DA-cell in the network.

Table 5.3 Total Error of Models on various scales of the data (%).

Models 20% 40% 60% 80% 100%
HDC 0.00 0.00 0.00 0.00 0.00
n-gram 36.34 25.65 17.14 4.20 4.20
KNN 45.92 25.97 11.92 5.8 0.28
V-LSTM 22.98 11.54 9.06 3.96 2.36
H-RNN 18.70 9.35 6.37 2.58 2.21
SC-RNN 16.33 7.54 3.99 1.76 1.67
ENC-DEC 10.22 3.67 2.82 2.63 1.43
H-LSTM 1.83 1.35 1.33 1.02 1.09
SC-LSTM 11.58 6.74 5.06 2.71 1.68
MSC-LSTM 10.58 5.51 1.87 1.43 0.98

Lower is better.

Table 5.4 Slot Error of Models on various scales of the data (%).

Models 20% 40% 60% 80% 100%
HDC 0.00 0.00 0.00 0.00 0.00
n-gram 23.87 18.46 10.84 2.57 2.57
KNN 42.03 23.39 10.11 4.77 0.24
V-LSTM 12.39 6.68 3.38 2.38 1.38
H-RNN 3.28 3.19 2.49 1.86 1.21
SC-RNN 8.94 3.88 1.88 1.37 1.20
ENC-DEC 8.63 2.02 1.72 2.08 0.83
H-LSTM 0.48 0.19 0.19 0.19 0.19
SC-LSTM 8.77 5.60 3.67 1.75 1.16
MSC-LSTM 7.33 3.97 1.26 0.96 0.59

Lower is better.

Table 5.5 Binary-Value Error of Models on various scales of the data (%).

Models 20% 40% 60% 80% 100%
HDC 0.00 0.00 0.00 0.00 0.00
n-gram 12.47 7.19 6.3 1.63 1.63
KNN 3.89 2.58 1.81 1.03 0.04
V-LSTM 10.59 4.86 5.68 1.58 0.98
H-RNN 15.42 6.16 3.88 0.72 1.00
SC-RNN 7.39 3.66 2.11 0.69 0.47
ENC-DEC 1.59 1.65 1.10 0.55 0.60
H-LSTM 1.35 1.14 1.14 0.83 0.90
SC-LSTM 2.81 1.16 1.39 0.96 0.52
MSC-LSTM 3.25 1.54 0.61 0.47 0.39

Lower is better.

While the heuristically-gated model has an advantage over semantically-controlled mechanism in terms

of Slot Error when the sentences are fully and properly delexicalised, as in Figure 5.7c. This is because the
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semantically-controlled models work as a key-phrase detector as they map the slot-value as key to its corre-

sponding generated output-phrase with the help of an additional trainable reading-gate (Figure 5.10c). In con-

trast, the heuristically-gated model aligns the input DA to its associated phrase only for the slot-value pair that

are delexicalised, making it unsuitable for binary-value slot-value, as shown in Figure 5.7d.

On comparing the semantically-controlled models, the MSC-LSTM updates the SV-vector temporally faster

than the SC-LSTM and SC-RNN during the generation, as shown in Figure 5.11. The reason why MSC-LSTM

delivers better performance than the SC-LSTM, is because the former incorporates the influence of DA-vector

dt not only in the reading-gate but also in input-, forget- and output-gates during the training (see its model

architecture in Figure 5.5).

Additionally, the BLEU-score, T-Error, S-Error and BV-Error of all the NLDG models are presented in

Table 5.2, 5.3, 5.4 and 5.5, corresponding to various scales of the training data, e.g. 20%, 40%, 60%, 80% and

100%.

Example dialogue acts and their top-5 realisations of top performing models are shown in Table-5.6.

5.6 Summary

In this chapter, we explore and discuss the Natural Language Dialogue Generation (NLDG) component in the

SDS pipeline for building a Hindi conversational system. Like the language understanding task, it also requires

a corpus to build an NLDG system, and there are no available such corpora in an Indic language. Hence, the

chapter has first offered a corpus consisting of pairs of dialogue-act and natural sentences without any semantic

alignment annotations suitable for learning corpus-based response generations models. The chapter has also

investigated the corpus-based models aiming at learning response generation directly from the data. Three

baseline approaches have been experimented: the hand-crafted (template) based generator (HDC), the class-

based n-gram language generator and the example-based KNN approach.

Since we are focussing on building a dialogue system scalable to bigger domains, the chapter has explored

Recurrent Neural Network (RNN) and other deep-learning paradigms for converting the dialogue act to a natural

response. We begin with a discussion about neural network training, from back-propagation, gradient compu-

tation to stochastic gradient descent. This RNNLG framework has been adapted to explore and construct RNN

models different capabilities, i.e. (a) heuristically-gatedmodels (H-RNN,H-LSTM), (b) semantically-controlled

models (SC-RNN, SC-LSTM, MSC-LSTM) and (c) ENC-DEC, for generating responses for a Hindi dialogue

system. The general architecture in the RNNLG framework follows a combined process of sentence-planning

and surface-realisation by a recurrent structure. The sentence-planning part is formulated by the Dialogue-Act

modelling layer (DA-cell), while the actual surface-realisation (construction of a natural sentence) is obtained

by a sequence-to-sequence layer (s2s-cell).
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Table 5.6 Samples of top 5 realisations of top RNNLG-models.

1. inform(name=िंपड बलूची;area= सिवल लाइसं;pricerange=मध्यम;kidsallowed=no)
# MSC-LSTM

िंपड बलूची जो सिवल लाइसं में मध्यम एवं अच्छा भोजनालय है एवं यहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में मध्यम एवं अच्छा भोजनालय है जहाँ बच्चों का जाना मना ह।ै
िंपड बलूची जो सिवल लाइसं में मध्यम एवं अच्छा रसे्टोरेंट है एवं यहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में मध्यम एवं अच्छा भोजनालय है जहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में मध्यम एवं अच्छा रसे्टोरेंट है जहाँ बच्चों का जाना मना ह।ै

# SC-LSTM
िंपड बलूची सिवल लाइसं में मध्यम भोजनालय का रसे्टोरेंट है जहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची सिवल लाइसं में मध्यम भोजनालय का भोजनालय है जहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची सिवल लाइसं में मध्यम भोजनालय का रसे्टोरेंट है जहाँ बच्चों को प्रवेश क अनुम त नहीं ह।ै
िंपड बलूची सिवल लाइसं में मध्यम भोजनालय का भोजनालय है जहाँ बच्चों को प्रवेश क अनुम त नहीं ह।ै
िंपड बलूची सिवल लाइसं में मध्यम भोजनालय का भोजनालय है जहाँ बच्चे नहीं जा सकते हैं।

# H-LSTM
िंपड बलूची जो सिवल लाइसं में है , यहाँ मध्यम खाना िमलता है एवं वहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में है , यहाँ मध्यम खाना िमलता है एवं यहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में है , यहाँ मध्यम खाना िमलता है परन्तु वहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची जो सिवल लाइसं में है , यहाँ मध्यम खाना िमलता ह।ै
िंपड बलूची जो सिवल लाइसं में है , यहाँ मध्यम खाना िमलता है एवं वहाँ बच्चों का जाना मना ह।ै

# ENC-DEC
िंपड बलूची सिवल लाइसं में स्थत एक मध्यम भोजनालय है जहाँ बच्चों का जाना मना नहीं ह।ै
िंपड बलूची सिवल लाइसं में स्थत एक मध्यम भोजनालय है जहाँ बच्चों का आना मना नहीं ह।ै
िंपड बलूची सिवल लाइसं में स्थत एक मध्यम भोजनालय है जहाँ बच्चों का जाना मना ह।ै
िंपड बलूची सिवल लाइसं में स्थत एक मध्यम भोजनालय है जहाँ बच्चों को आने क अनुम त नहीं ह।ै
िंपड बलूची सिवल लाइसं में स्थत एक मध्यम भोजनालय है जहाँ बच्चों के लए अनुम त नहीं ह।ै

2. inform(name=रजवाड़ा;area=कनर्ल गजं;food=इटंरनेशनल;kidsallowed=yes)
# MSC-LSTM

रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को प्रवेश क अनुम त ह।ै
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है , इटंरनेशनल खाना िमलता है और बच्चों को प्रवेश क अनुम त ह।ै
रजवाड़ा कनर्ल गजं में स्थत है , इटंरनेशनल खाना िमलता है और बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चे बच्चे जा सकते हैं।

# SC-LSTM
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है , में इटंरनेशनल खाना िमलता है और बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और वहाँ बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है , में इटंरनेशनल खाना िमलता है और वहाँ बच्चे भी आ सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है , में इटंरनेशनल खाना िमलता है और बच्चे भी आ सकते हैं।

# H-LSTM
कनर्ल गजं के्षत्र में रजवाड़ा नाम का एक भोजनालय है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को प्रवेश क अनुम त ह।ै
कनर्ल गजं के्षत्र में रजवाड़ा नाम का एक भोजनालय है जहाँ इटंरनेशनल खाना िमलता है और बच्चों का आना मना नहीं ह।ै
कनर्ल गजं के्षत्र में रजवाड़ा नाम का एक भोजनालय है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को यहां क अनुम त ह।ै
कनर्ल गजं के्षत्र में रजवाड़ा नाम का एक भोजनालय है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को आने क अनुम त ह।ै
कनर्ल गजं के्षत्र में रजवाड़ा नाम का एक भोजनालय है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को प्रवेश क अनुम त ह।ै

# ENC-DEC
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चों को प्रवेश क अनुम त ह।ै
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और बच्चे भी जा सकते हैं।
रजवाड़ा कनर्ल गजं में स्थत है , यहाँ इटंरनेशनल भोजन िमलता ह।ै यहाँ पर बच्चों का आना मना नहीं ह।ै यहाँ पर बच्चों का आना मना नहीं ह।ै
रजवाड़ा कनर्ल गजं में स्थत है , यहाँ इटंरनेशनल भोजन िमलता ह।ै यहाँ पर बच्चों का आना मना नहीं ह।ै यहाँ पर बच्चों का आना मना ह।ै
रजवाड़ा कनर्ल गजं में स्थत है जहाँ इटंरनेशनल खाना िमलता है और वहाँ बच्चे जा सकते हैं।

The chapter compares the performance of all the generation methods on BLEU-score, Total Error (T-Error)

and Slot Error (S-Error). The HDC approach is the most robust in terms of slot error rate simply because the

rendering of information is strictly managed by the template rules. However, such way of generation not only

sacrifices the improvisation in human language and generates surface forms that aremuchmore rigid and stylised
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than the other approaches. When comparing the RNNLG models to the baselines, the following conclusions

can be drawn:

1. The RNNLG models outperform all the baseline models, which shows the distributed representation and

the modelling of long-term dependencies using LSTM.

2. Semantically conditioned models (e.g. SC-LSTM, MSC-LSTM) are considered top choices due to their

learnable controlling gates. In contrast, Heuristically gated models (e.g. H-LSTM) are suitable for exam-

ples where the utterances are fully delexicalisable and the amount of data is relatively insufficient.

3. Our, MSC-LSTM (Modified SC-LSTM) is the best performing model as it can remember key-phrases

corresponding to DA-type and slot-value pairs by incorporating DA in a different way than the SC-LSTM

architecture.

Therefore, the proposed MSC-LSTM can be considered a more suitable model for the NLG tasks. The next

chapter discusses various ways to transform the natural language to a synthesised speech as well as evaluate

their quality.



Chapter 6

Quality Assessment of Synthesised Speech

6.1 Introduction

This chapter presents a framework LBOE that investigates the synthetic speech quality at two levels: First, per-

ceptually salient acoustic-features are identified which define the perceptual quality space of a synthetic speech

holistically. Second, quality-prediction models are constructed using the perceptually salient acoustic-features

to estimate perceptual quality-rating in a non-intrusive manner as a black-box approach. The main goal of the

research is to propose a novel framework that explores the generalisation capabilities of low-level descriptor-

based perceptual features and investigates to what extent they can be used tomeasure the synthetic speech quality

at all without subjective testing. Nonetheless, the synthetic speech quality can not be only attributed to a number

of perceptual characteristics; the aspects of model (TTS) type and robustness need to be explored too. A special

case of Non-intrusive Quality Assessment (NiQA), Leave-One-Model-Out (LOMO), is discussed to show the

effectiveness of the proposed framework [295]. Such frameworks are not thoroughly explored previously in the

area of TTS quality evaluation. We have also compared the evaluation results with other NiQA models, e.g.

Quality-Net [180] and MOSNet [181], to show the performance of our framework.

The remainder of this chapter is organised as follows: Section 6.2 describes the speech material used in the

study, with analysing the properties of datasets in Section 6.2.1 to be used in building the TTS models in Section

6.2.2. Conventional evaluation methods of synthesised speech, i.e., Subjective and Objective Evaluation, are

briefly discussed in Section 6.3. The proposed framework of Learning-Based Objective Evaluation is discussed

in Section 6.4, comprising the subtopics of dataset preparation, feature extraction, selection & normalisation,

classification and quality prediction. A brief analysis and comparison of all the evaluation methods are elabo-

rated in the Results & Analysis, Section 6.5. Relevant aspects of the work done are discussed in Section 6.6,

and conclusions are drawn in Section 6.7.
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Figure 6.1 Distribution of number of phones per syllable and number of syllables per word for both IITM and
CMU datasets.

6.2.1 Dataset Description

We have used two different open-source Hindi-TTS datasets: CMU-Indic Hindi TTS dataset [296] and IITM

Hindi speech dataset [297]. Both the datasets are collected in female voice on a set of Hindi sentences. Statistical

comparison for both the datasets is shown in Table 6.1. On all the properties, IITM dataset is superior to CMU

dataset. IITM dataset covers more unique words, unique syllables and unique phones than CMU datasets, as

it comprised more utterances in the corpus. The average length of a sentence is also greater for IITM than the

CMU dataset.

In terms of phones, IITM dataset does not contain phone ‘/e/’ [‘/ए/’]1 while CMU dataset lacks phone

‘/rx/’[‘/ऱ/’], ‘/nk/’[Hindi nukta] [299], ‘/ng/’[‘/ङ/’]. Otherwise, both the datasets share almost all sorts of

phonemes in a set of phonetically rich utterances.

Both datasets are analysed based on the distribution of syllables on their constituent phone and words on

syllables. It’s clearly observed fromFigure 6.1a that the syllables composed of two phones occurmore frequently

across both the datasets mainly of CV 2 form, compared to V C. Tri-phone syllables of the CV C form are next

most frequent. Syllables with a single phone (V structure) or four or more phones have very low occurrences.

Words, in the datasets, are also analysed under categories of mono-syllabic, bi-syllabic, tri-syllabic etc. for

both datasets. Distribution in Figure 6.1b shows the descending number of words with the increase in constituent

syllables per word [300]. Overall, both the datasets are phonetically rich and balanced, covering most of the

phonetic properties of the Hindi language, but IITM has more content than CMU and should be able to train
1CMU phone-set for indic languages [298]
2C:Consonant, V:Vowel
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Table 6.1 Details of CMU and IITM Hindi TTS-Datasets.

Properties CMU IITM
Total Words 21223 46341
Average words per sentence 17.68 20.00
Total Sentences 1793 2318
Total Syllables 34477 123037
Total Phones 78825 180125
Unique Words 4214 9498
Unique Syllables 1990 4203
Unique Phones 56 58
Duration (H:M:S) 2:50:44 5:11:6

a more natural TTS system. Later it is empirically shown that category-wise each model trained on IITM

performed better than CMU dataset.

6.2.2 Building Hindi TTS systems

For the current study, we aim to cover leading TTS technologies as used in research as well as state-of-the-

art commercial systems. Both TTS datasets are used to build four types of unmodified “off-the-shelf” TTS

systems: Unit selection speech synthesis (USS), Hidden Markov Model speech synthesis (HMM), Clustergen

speech synthesis (CLU) and Deep Neural Network-based speech synthesis (DNN).

Unit Selection speech Synthesis (USS)

The Unit selection speech synthesis (USS) is fundamentally a cluster-based technique, which combines units

of similar type (e.g. phones, diphones, syllables etc.) based on their acoustic differences [34]. The clusters

are then indexed based on high-level features such as phonetic and prosodic context. However, its use in the

embedded systems gets affected by their computational processing power and memory footprint. It is necessary

to find a favourable compromise between the size of the speech corpus and the computational complexity of the

unit-selection method [142].

Unit selection speech synthesis (USS) process get initiated with collecting all possible units from the speech

database and ends on learning weights to find out unit cost (wt
j) as well as target cost (wc

j) of a particular phonetic

unit to be fitted in a sequence in order to generate a meaningful utterance sound [34]. The input to the core unit

selection block has two inputs: the generated utterance from the text processing part in the form of phonetic

units and the speech corpus. The output would be a list of sound units selected from the speech corpus, which

would be given to the final sound production system.

The above black-box can be understood as a process to reconstruct the input utterance acoustically by joining

the units from the corpus. The output of this step of the unit selection process is an ordered list of corpus units
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Input Utterance:
"कलम" Speech

Corpus

Unit Selection
Synthesiser

List of Corpus-Units
'[(245,3),(52342,2),(1928,5),(13578,2)]'

Figure 6.2 Abstract view of unit selection process.

as shown in the figure represented by a list of 2-valued tuples [(index, size)]. These are the units required to

be concatenated to reproduce the reconstructed sound.

In this work, MaryTTS3, an open-source tool, is used to build USS models on CMU and IITM datasets

[301, 143]. Phone and Half-phone based contextual feature weights, considered as a base of units, are used for

training and selection [144].

Two primary requirements of the USS are to structure corpus units and efficiently explore them. As the

structure of sound units is represented as an ordered relationship between them and cost of occurrence in pair, the

problem becomes an optimum-cost pathfinding problem in a directed weighted graph. The widely G(V,A,C)

used structure to represent all the units is proposed as finite-statemodellingwhereV is a set of states representing

possible states while exploring the target sequence,A arcs symbolise the corpus units, and each arc has a weight

corresponding to the cost C of selecting that unit in the context of previous and next state in the neighbourhood.

To show the process in a more formal and intuitive way, Let’s assume T = (d1, d2, ..., dN ) is a target

sequence of syllables where dk is the kth syllable in the sequence ofN units. Suppose the set of corresponding

matching candidate syllables from the corpus is denoted as Ψk =
{
d1k, d

2
k, ..., d

Mk
k

}
where Mk represents all

the candidate syllables in the corpus that matched with the target syllable d̂k. Further, with i, j ∈ J1 : NK, i < j

a sequence of matching target syllable i to j is denoted by U x
i,j where x means xth matching of target sequence

from di to dj . With all these assumptions, we define a set of all corpus units as Ωi,j =
{
U 1

i,j ,U
2
i,j , ...,U

Mk
i,j

}
that matched with target sequence from di to dj .

The above description helps understand the structural details of sound units in the corpus and a glimpse of

how a given target sequence is matched with them as an optimum pathfinding problem. It is Formalised with

1 ≤ h < i as the following cost function:

U ∗ = argmin
U=U

w1,h
1,h ,...,U

wj,N
j,N

(
C
(
U

w1,h

1,h , U
wh,i

h,i , ..., U
wj,N

j,N

))
(6.1)

3The MARY Text-to-Speech System (MaryTTS) http://mary.dfki.de/

http://mary.dfki.de/
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It is done through the Viterbi algorithm to get the most accurate sequence of sound units from the corpus

through estimating the cost of each unit determined by two cost functions target cost (Ct) and concatenation

cost (Cc). Consequently, a unified cost function is represented as C
(
U

wi,j

i,j

)
= Ct

(
U

wi,j

i,j

)
+Cc

(
U

wh,i

h,i , U
wi,j

i,j

)
where Uwh,i

h,i is the predecessor of Uwi,j

i,j in the candidate sequence. Then the optimisation equation becomes:

U ∗ = argmin
U=U

w1,h
1,h ,...,U

wj,N
j,N

(
Wtc

∑
U

Ct

(
U

wi,j

i,j

)
+Wcc

∑
U

Cc

(
U

wh,i

h,i , U
wi,j

i,j

))
(6.2)

The central issue in the entire unit selection process is the estimation of the cost function weights Wtc

and Wcc. Regression is the most widely used method for this. It learns the weights for both concatenation

cost as well as target cost separately. Earlier experiments have shown that a combination of cepstral distance,

pitch difference and difference in power at the concatenation point has a significant characteristic to resemble

the perceptual quality. Similarly, the target cost weights are also obtained through applying multiple linear

regression on the objective distance function [34].

The unit selection algorithm generates the output simply a sequence of unit positions present in the corpus.

So the final task of TTS is to chain up the units with minimum discontinuities (glitches) at the point of concate-

nation, and it can also implement some prosody (modification) adaptation, e.g. changing pitch or accelerating

speech rate throughout the complete signal [302].

Hidden Markov Model speech synthesis (HMM)

The existing limitation of unit selection promotes the application of statistical parametric based approaches for

speech synthesis. The USS has investigated the selection of sound units of optimal size. It has been observed

that the larger the unit size, the longer the database is required to cover all possible units in the domain. On

the other hand, for the smaller units, more joining points during the synthesis effects naturality of the sound

[303]. However, the larger database to train a synthesiser may look an easy way to follow, but as databases grow

in multiple tens of hours, handling time-dependent quality variations in speech become a challenging task. In

addition, a very large database requires a much higher degree of computational resources, which hinder the unit

selection based TTS systems to be incorporated in embedded devices or a variety of voices and languages.

In contrast, the issues mentioned above are the specific counterparts of statistical parametric synthesis; the

Hidden Markov Model (HMM) based model is one of them [145]. The HMM-based TTS system works in two

phases. The first is to extract temporal parameters, i.e. spectral (e.g., Mel-cepstral coefficients) and excitation

features (e.g., log F0 and its dynamic features) from the speech database and then model them. We have built

two separate models for CMU and IITM datasets. The second phase generates a sequence of desired speech

parameters through trained models for a given word sequence to be synthesised. The parameters sequence
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with maximum output probability is considered for forming the final sound wave [146]. Model parameters are

estimated by maximising likelihood criteria as below:

λ̂ = argmax
λ

{
p(O|W, λ)

}
(6.3)

where λ denotes parameters the model will train on, O represents training data and W is a sequence of words

corresponding to O.

The second phase generates a sequence of desired speech parameters, o, through the set of trained models

λ̂, for a given word sequence w to be synthesised. The same process is used during speech recognition but in

reverse order. The parameters sequence ô with maximum output probability is considered for forming the final

sound wave [146].

ô = argmax
o

{
p(o|w, λ̂)

}
(6.4)

It has several advantages over USS and disadvantages too. Many advantages are related to its flexibility

in handling different variations efficiently due to its parametric-statistical nature, which enables it to transform

(adapt) voice characteristics, speaking styles, and emotions. USS required the control parameters to be tuned

manually, but HMM does it automatically as it is based on well-defined statistical principles. Besides all its

efficiencies, it has some significant drawbacks over USS as the output voice is not that natural.

Clustergen speech synthesis (CLU)

However, USS techniques have proud to rely on no or very little use of signal processing, still able to keep a

hold on maintaining the crispness in the synthesised voice. It is possible only on the cost of building larger and

larger datasets. In order to apply more stylistic variations, e.g. style, emotions, USS need more and more data

in different styles to train on. Hence, the output model will also be bigger, make less usable everywhere.

HMM is not up to the mark in the domain of database-oriented approaches like USS. But it has some

significant advantages too. It has the advantage of using smoothed data that enables it to cover and adapt many

phonetic variations for synthesis, which does not require a very large database.

This section is about the use of Clustergen (CLU), a closer sibling of parametric TTS models, but it also has

some characteristics of USS’s as well like selecting a unit from a set (cluster of similar units) rather than based

on the contextual cues [147]. It synthesises the speech for a given text using a trained CLU model.

As a general TTS, CLU also requires a set of pairwise spoken utterances and text transcription. Both text

corresponding utterance is processed parallel to achieve final pair of units which required to be clustered for each
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Figure 6.3 Training process of Clustergen (CLU) algorithm.

possible HMM-state obtained through automatic-labelling4 [304]. Each extracted phone from the text mapped

to 3 HMM-state labels that finally aligns with the voice.

The fixed frame size of 5 ms is used to segment the speech wave for extracting F0 and MFCC feature

vectors5 [148]. In total, a vector of 25 features comprised of 24MFCCs and a F0 is estimated for every 5ms

and considered as a CLUNIT. This is a low-level representation of a speech frame which is supposed to be

converted into high-level features such as preceding and following phonetic context in terms of both phonetic

identity and phonetic features, prosodic context (pitch, duration of both preceding and following units), stress,

syllable structure, word position.

Clustering CLUNITS is done through CART tree builder6. It works with finding a splitting criterion (a

question on a particular feature) that split it into some clusters in order to minimise the impurity. Entropy is

used here to estimate the impurity of a group of units:

E =
∑

(x∈class)

prob(x) ∗ log(prob(x)) (6.5)

where, x is a CLUNITS in the cluster. Similarly, a CART tree is built for all vectors that belong to the same

HMM-state. Additionally, the duration CART trees are also built per HMM-state independently to model du-

rational variation.

The synthesis process starts with converting the input text into a phone string, where each phone links further

to three sub-phonetic HMM-states. These sub-phonetic units will be processed by respective duration-CART,

and HMM-state CART combinely generate averaged track coefficients used to synthesise speech using MLSA

filter [149, 305].

For each target HMM-state, we consider the CART of same unit type, ask questions to reach leaf representing

appropriate cluster. Means from the vectors of a selected cluster is added to the target vector. In a similar way,

duration CART is utilised to find the duration of corresponding target HMM-state.
4EHMM-labeller of FestVox does this task http://festvox.org/bsv/x3308.html
5Edinburgh Speech Tools Library http://www.cstr.ed.ac.uk/projects/speech_tools/
6Edinburgh Speech Tools Library http://www.cstr.ed.ac.uk/projects/speech_tools/

http://festvox.org/bsv/x3308.html
http://www.cstr.ed.ac.uk/projects/speech_tools/
http://www.cstr.ed.ac.uk/projects/speech_tools/
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The above process predicts all HMM-state sequences over the given target smoothed by a simple 3-point

moving average. MLSA (Mel Log Spectrum Approximation) filter reconstructs the feature vector to speech

wave implemented through a simple linear transform from the mel-cepstrum coefficient generated earlier [306].

DNN based speech synthesis (DNN)

Recently, several Deep Neural Network (DNN) based autoregressive models for TTS have been proposed, such

as WaveNet [36], Deep-Voice 1, 2 & 3 [150–152], Tacotron-1 [37] and Tacotron-2 [38] etc. We use Tacotron-27

to build a DNN based TTS, an end-to-end TTS system better at handling the missing spectral information. The

model first predicts Mel-scale spectrograms from the character embeddings of Hindi letters through a sequence-

to-sequence recurrent network, followed by a separate autoregressive model (WaveNet8) to turn it into a wave-

form. The intermediate features (80-dimensional audio spectrogram) computed on 12.5-millisecond frames are

not only capable of capturing the pronunciation of the words but also various nuances of human speech, i.e.

volume, intonation and tempo.

The Tacotron-2 speech synthesis system consists of two components: (1) a recurrent sequence-to-sequence

spectrogram prediction network with attention that predicts a sequence of mel spectrogram frames from an

input character sequence, and (2) a modified version of the WaveNet [36] to generate time-domain audio wave

inverting the predicted mel spectrogram frames.

6.3 Subjective and Objective quality evaluation of the synthesised speech

This section discusses various subjective and objective evaluation methods in brief. To counter the limitations

of subjective and objective evaluation methods, we further devise a novel way of Learning-Based Objective

Evaluation that uses the acoustic LLD features to compare various TTS models by automatic classification and

prediction in the next section.

6.3.1 Subjective Evaluation Experiment

To obtain subjective ratings, one hundred twenty post-graduate students of age (mean=24.6, SD=2.86) studying

mostlyMasters & PhD are chosen to participate in the experiment with initial training of the listening task. Hindi

is the primary language (Mother Tongue) for all of the participants involved in the subjective evaluation. Each

student is rewarded with course credits in proportion with the number of units evaluated.

A set of speech files are produced on the selected two hundred thirty sentences (belonging to IITM corpus)

through all the TTS models trained on both CMU and IITM datasets. All such speech files, including human
7Tacotron-2: https://github.com/Rayhane-mamah/Tacotron-2
8WaveNet vocoder: https://github.com/r9y9/wavenet_vocoder

https://github.com/Rayhane-mamah/Tacotron-2
https://github.com/r9y9/wavenet_vocoder
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speech, are segregated into ten sets so that each group has speech files from all the models in equal proportion.

Later, one set is randomly assigned to each participant to carry out the subjective evaluation task.

The participant starts the evaluation task with listening and evaluating each speech file separately in two

phases. In the first phase, he/she has to write the content of each speech file in unconstrained condition on typos

and homophones. Later, the listener has to rate each speech file on a questionnaire in the second phase.

User’s input in the first phase, is used for the intelligibility subjective evaluation. Its main objective is to

find the TTS model with higher intelligibility score. The intelligibility of a speech synthesiser is measured by

calculating the word error rates (WER) of sentences typed by the users with the corresponding sentences in

the original transcript [307]. Hence, it shows how well the listener is able to identify the words in a spoken

utterance.

As the original transcripts are in Devanagari script, it is first transliterated9 to Roman script. The original

transliterated transcripts and typed sentences are then normalised to have similar vowel-types before determining

the WER score using a simple word-based edit-distance method for each TTS model, including the original

speech files.

Input to a questionnaire in the second phase provides the basis to estimate subjective-evaluation measures

on comprehensibility, naturalness and prosody analysis. Comprehensibility measures how well the listener

understands the meaning of the sentence in a speech [308], while naturalness denotes how smooth the flow

between different words and sounds are presented with appropriate pauses in a speech [309]. Hence, a high

natural speech should be closer to the way human pronounce that utterance. On the other hand, prosody analysis

compares the expressiveness of speech synthesisers in terms of prosodic-parameters (i.e. F0, duration and

energy) [310].

The questionnaire is prepared based on the modified MOS-X questions on which participants have to rate

the speech quality on various points asked in several questions [311]. The MOS-X questions 9 and 12 to 15

represent behavioural feelings and confidence of the listener, which are not directly related to the properties of

speech synthesisers. So, we discard them.

Based on the basic nature, the remaining ten questions are grouped in 3 categories (shown in Appendix E.1).

Averaging questions 1 to 4, we obtain comprehensibility measure; questions 5 to 8 provides a measure of natu-

ralness; questions 9 to 10 signify prosody analysis. All the questions are to be rated on a 7-point scale, where

higher point shows listener with high satisfactory and vice-versa for lower points. A detailed empirical analysis

of the subjective evaluation is presented in the result section 6.5.1.
9A transliteration tool for Indic-languages: https://github.com/libindic/indic-trans

https://github.com/libindic/indic-trans
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6.3.2 Objective evaluation measures

In general, the objective evaluation measures are intrusive in nature and require original speech files to estimate

how distorted the synthesised speech is. We have used various approaches of objective evaluation to investigate

the performance of TTS models. Mel-Cepstral Distortion (MCD), F0 RMSE (Root-Mean-Square-Error) are the

most common objective evaluation measures for speech synthesisers.

Some of the objective measures are also imported from speech coding area [312]. These objective mea-

sures computationally are of two types: time-domain based (e.g. signal-to-noise-ratio (SNR) measures) and

frequency-domain based (e.g. LPC spectral distance) [313]. Most objective measures start with first segmenting

the speech signal into a fixed frame size 25 ms, then computing the distortion measure between synthesised and

original speech signals. The distortion measure of each speech frame is averaged out to find a single global mea-

sure of distorted speech through an intrusive way of objective speech evaluation. Note that objective measures

do not conform to all properties of the standard distance metric. For this, these measures might not necessarily

be symmetric, and some measures (e.g. log spectral) even yield negative results [313].

For the time and frequency domain objective measures, we have used multiple versions of signal-to-noise-

ratio (SNR), i.e. Global SNR, Segmental SNR, frequency-weighted segmental SNR and BroadBand SNR [313,

314]. Spectral distance-based objective measures are estimated with Linear Predictive Coding Coefficients

(LPCC) distortion and Log-Spectral Distortion. Itakura-Saito uses the LPC to measure gain-normalised spectral

distortion between the LPC spectra of original and synthesised speech [315]. The Weighted Spectral Slope

(WSS) is used to capture the distortion as weighted difference spectral slopes obtained again from the LPC.

Cross-correlation is used to find the lag Difference (lagDiff) of original and synthesised speech in the time

domain.

We have also evaluated the synthesis models on the Perceptually-Motivated distortion measures: BSD,

PESQ; which takes account of the existing psychoacoustics knowledge of human perceptibility [316]. BSD

measures are kind of perceptually-motivated measure which estimates distortion by calculating the difference

between the loudness spectra of the original and the synthesised speech [317], while the PESQ uses a cognitive

model to estimate MOS by calculating the difference between the internal representation of two signals.

6.4 Proposed Learning-Based Objective Evaluation (LBOE)

As the earlier evaluation techniques are incapable of providing a cost-effective and robust solution to the TTS

quality assessment problem, we propose a novel Learning-Based Objective Evaluation approach to evaluate and

compare TTSmodels on the basis of a predefined set of LLD’s taken mostly from the energy, spectral, frequency

and temporal features. We have carefully selected a minimal set of LLD features in order to evaluate the TTS
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Figure 6.4 Both sub-figures draw spectrum {formants(red), pitch (blue) and intensity (yellow)} first, then show
the division of sound on words, syllables and phonemes boundaries.

models. We also observed that adding High-Level-Descriptors10(HLD) based features does not improve the

LBOE performance. This is seen during the comparison of the proposed feature-set with other feature-sets, i.e.

IS13ComParE, AVEC13 etc., which includes both LLDs and HLDs. The strength and capability of the feature-

set are statistically discussed in Section 6.5.2. Flow-chart of the proposed evaluation model is shown in Figure

6.5.

6.4.1 Data preparation

The first part of the framework is to prepare the speech data generated through various TTS systems. In order

to observe the performance of the proposed feature-set at various levels of sound units, we split the speech files

into words, syllables and phonemes. The procedure starts by using Festvox11 to generate labels (*.lab files) of

the synthesised speech for each TTS model, e.g. HMM, CLU, DNN, USS and ORIG12, required for generating

TextGrid files. Unified-parser13 is used to extract the syllables from the Hindi transcripts [318]. The timestamp

for splitting a speech into words, syllables and phonemes was written into TextGrid files with TextGridTools 14,

which uses the pieces of information obtained from labels and unified-parser to split a speech file into words,

syllables and phonemes (see Figure 6.4). Thus, in the end, we obtained three separate test sets with the word,

syllables and phoneme level details.

6.4.2 Feature extraction & selection

For all sound files obtained at each level, acoustic LLD-based features are extracted using the openSmile toolkit15

in the second part of the framework [319]. The selection of a minimal number of features not only avoided the

problem of having too many features relative to the number of samples required for the evaluation but also
10Computed through the statistical functionals, i.e. mean and variances on LLDs as well as its derivatives.
11Building Indic Voices: http://festvox.org/bsv/x3528.html
12Here ORIG denotes the original human speech files.
13Unified Parser: https://www.iitm.ac.in/donlab/tts/unified.php
14TextGridTools https://textgridtools.readthedocs.io/en/stable/
15openSmile: audio feature extraction tool (https://audeering.github.io/opensmile/about.html)

http://festvox.org/bsv/x3528.html
https://www.iitm.ac.in/donlab/tts/unified.php
https://textgridtools.readthedocs.io/en/stable/
https://audeering.github.io/opensmile/about.html
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Figure 6.5 Experimental procedure of the LBOE, which has four parts: data preparation, feature extraction &
selection and then automatic classification & quality prediction for the evaluation.

provided enough features to characterise prosody variations, i.e. duration, intensity and intonation in a speech.

Good classification results can be obtained using this adaptation at the cost of classifier’s negative generalisation.

The selection of the LLD features was made using a statistical test that differentiates the promising features

on the basis of low significant differences (SD). The Mann-Whitney-U, a non-parametric test, was used to find

the SD. Only 38 features were able to satisfy the criteria of p-value less than 0.01 and added into the LBOE

framework. The evaluation process is carried out on three levels: Word, Syllable, and Phoneme, where similar

feature-sets are extracted to compare TTS models. For this, acoustic low-level-descriptors (LLD) are extracted

from speech units of each category. The features extracted from each unit belong to four categories:

• Prosodic-based features: loudness, pitch (F0), Zero Crossing Rate (ZCR).

• Spectral-based features: Psychoacoustic sharpness, Spectral Energy {250-260Hz, 1k-4kHz}, Spectral

Roll-OffPoints {25%, 50%, 75%, 90%}, Spectral-{entropy, flatness, flux, harmonicity, kurtosis, skewness,

variance}.

• Cepstral-based features: MFCC-1-16.

• Voicing-related features: jitter {local & δ}, shimmer, logHNR, probability of voicing.

There are a total of 38 LLD features (a detailed list of feature-set is given in Appendix E.2). All the LLDs

are extracted individually from the isolated frame of speech. These LLDs alone are incapable of capturing

any signal dynamics beyond the current frame. The issue was handled by incorporating the derived features

and post-processing the features [320]. The feature derivation was done through 2nd order delta regression

coefficients. Later, we apply arithmetic mean frame-wise to all LLDs to capture statistical properties that finally

produces 76 features for each sound unit.



6.4 Proposed Learning-Based Objective Evaluation (LBOE) 127

As the selected features vary in magnitudes, units and range, normalising them to a standard scale is essential

for all the models in this study. We apply z-score normalisation to normalise features with zero mean and unit

variance. The subjective ratings are also scaled with a similar scaling method. During the evaluation, the

predicted ratings are scaled back to the origin absolute category rating (ACR).

6.4.3 Automatic Classification

In the third part of LBOE, we compare its performance with other standard parameter sets for classifying the

TTSmodels in order to find the classification capability of the proposed feature-set in comparison with the other

standard parameter sets. We have used various classifiers to observe the strength of the selected features and

confusion of TTSmodels separately for both datasets. Three classifiers were found to be showing higher accura-

cies than others: the Support Vector Machine (SVM), Bidirectional-LSTM (Bi-LSTM) and Linear Discriminant

Analysis (LDA), compared in Section 6.5.2. Internally, the 10-fold Cross-Validation was incorporated to segre-

gate the speech files of various models into the training and testing data. In order to avoid classifier adaptation,

each fold was formed by speech files of different TTS models such that each fold had a uniform distribution.

The classifiers’ performances were analysed based on the classification rate, which represents the strength

of selected features. We utilise the unweighted average recall (UAR) to achieve the objective [321]. The met-

ric is estimated by taking the mean of both sensitivity and specificity that covers positive as well as negative

instances. One more reason to choose UAR as a classification metric is that it has the capability of represent-

ing classification accuracy more precisely on unbalanced data as it weights each class equally regardless of its

number of samples. The classifier’s confusion matrix was used to show how a TTS model is fused with other

models and ORIG, which is useful to identify models that are more natural and prosody-rich.

6.4.4 Quality Prediction

The final step of the framework is to perform the task of quality assessment which not only predicts the quality

of a synthesised speech but also performs the assessment of various TTS models. First, the instrumental model

provides a quality estimate Ŷ based on the physical property attributes Psyn of a synthesised speech. Then,

the task of quality assessment is performed using a Cross-Validation setup. The attributes are derived from the

(time-variant) LLD features extracted earlier. A one-stage quality prediction model f() is constructed, as shown

in Figure 6.6. All the distinct TTS systems were used for the quality-prediction trained on both the datasets. The

assessment model is constructed under the Cross-Validation (CV) performance-measuring criteria to observe

its generalisation capabilities.

As indicated in Figure 6.6, the property-measurement transforms a synthesised speech signal Ssyn into I

potential LLD features that are written in matrix notation asX = [xT
1 , ...,x

T
n , ...,x

T
N ]T ∈ RN×I , contains mea-
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surements fromN training signals. Here, each training vector xT
n = {xn,i}Ii=1 consists of I physical-property of

nth signal. The corresponding target vector of user-given quality rating is denoted by y = [y1, ..., yn, ..., yN ]T .

The quality prediction model is represented as a parametric function fβ̂ which approximates the quality ratings

ŷ for a speech signal x.

ŷ = fβ̂(xn) (6.6)

Here, the β̂ is a parameter vector for the assessment model,

β̂ = [β0, β1, ..., βi, ...βI︸ ︷︷ ︸
β

]T (6.7)

which is composed of regressive intercept β0 and the weighting vector β. Consequently, Equation 6.6 can be

represented as a weighted superposition of feature-set x to evaluate it using a multiple linear regression method

by:

fβ̂(x) = xTβ + β0 (6.8)

where, β̂ is determined through least-square. However, multiple linear regression may give instable results ifX

has correlated columns affected by overfitting during the training. The assessment models used in the current

study have addressed this problem in different ways.

Partial Least Squares Regression (PLS)

PLS regression belongs to the category of a regularised least-squares fit, e.g. principal component regression

(PCA) and ridge regression [295]. It performs regression by first finding the less number of orthogonal space-

vectors (PLS directions) iteratively by maximising the covariance between different-set of space-vectors and the

target vector y. This is equivalent to jointly maximising the variance of each PLS directionXr and the squared

correlation of the same with y:

argmax
r,∥r∥=1

V ar(Xr)Corr2(Xr,y). (6.9)
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We use the PLS regression as a linear prediction model of the form in Equation 6.8. A detailed explanation of

PLS regression can be found in [322].

ν-Support Vector Regression (SVR)

ν-SVR, a customised ϵ-SVR, is a regression method based on the Support Vector Machine (SVM) principle

[295]. ϵ-SVR uses the ϵ-insensitive error function,

|E|ϵ = max{0, |y − fβ̂(xn)− ϵ|} (6.10)

which does penalise errors below a chosen priori ϵ > 0. So ν-SVR has the advantage over ϵ-SVR when the

approximation’s desired accuracy might not be known beforehand, and we want the estimate to be as accurate as

possible. The optimised (minimum) size of ϵ is determined via a constant ν ∈ [0, 1] which specifies the number

of support-vectors used during the regression.

We use the radial-basis-function (RBF) kernel function, K(xm,xn) = exp(−γ∥xn − xm∥2), which en-

hances the prediction accuracy through non-linear representation. Thus, the model performance increases, but

at the cost of higher model complexity. We have applied both linear and non-linear Kernel of SVR, denoted as

SVR and SVR*, respectively, using python’s scikit-learn16, with default parameter settings.

6.4.5 Assessment of quality prediction model

As the speech synthesised by various TTS models are quite distinct to each other, the assessment of quality

prediction model becomes a serious task to look upon. We utilise the Cross-Validation (CV) for the model

assessment to monitor over-fitting or under-fitting and provide insight into the model generalisation [295]. Our

goal is not only to create a model that fits well on the data (Leave-One-Test-Out CV), but the investigation of

how well the trained model generalises to new data (Leave-One-Model-Out CV) is also equally important.

The underlying implementation of Cross-Validation for the model assessment is set up, as shown in Figure

6.7. First, we split the data samples into K groups (folds) under the K-fold CV paradigm. For all possible K

combinations, (K− 1) groups
{
X(k)
train, y

(k)
train

}
are considered to train the model, the remaining (disjunct) part{

X(k)
test, y

(k)
test

}
is used for testing the model. Secondly, during the Cross-Validation of each fold, the feature-

normalisation details η(k) and the parameter vector β̂(k) are set and evaluated on the training set and used as

it is during the testing. The testing of models incorporates correlation and Root-Mean-Square-Error (RMSE)

between y
(k)
test and ŷ

(k)
test as the metric of assessment. The Pearson correlation is calculated between two vectors

y and ŷ as:
16sklearn.svm.NuSVR: Uses LIBSVM library at the backend[323].
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Figure 6.7 CV-setup for the quality assessment model.

R(y, ŷ) =

∑N
n=1

[
(yn − 1

N

∑N
n=1 yn)(ŷn −

1
N

∑N
n=1 ŷn)

]√∑N
n=1

(
yn − 1

N

∑N
n=1 yn

)2∑N
n=1

(
ŷn − 1

N

∑N
n=1 ŷn

)2 . (6.11)

The RMSE is estimated by:

E(y, ŷ) =

√√√√ 1

N

N∑
n=1

(
yn − ŷn

)2 (6.12)

The comparison between subjective ratings and their corresponding ratings generated by the model is de-

picted in Figure 6.7. Here, we have utilised two different CV-setups: (i) Leave-One-Test-Out CV and (ii)

Leave-One-Model-Out CV.

Leave-One-Test-Out CV (LOTO)

Under this CV-setup, both evaluation merits: correlation and RMSE, are estimated as arithmetic means of per-

fold values:

R̄LOTO =
1

K

K∑
k=1

R
(
y, ŷ

)
(6.13)

ĒLOTO =
1

K

K∑
k=1

E
(
y, ŷ

)
(6.14)

We have partitioned the data into three parts (K=3) in LOTO-CV for analysing the models.

Leave-One-Model-Out CV (LOMO)

In this CV-setup, the partition is carried out based on the type of TTS-model. In each test, samples belonging

to a specific TTS-model are kept separately, not to be used during training a model. The correlation and RMSE

are estimated for each TTS model separately as below:
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R̄LOMO(m) = R
(
ym, ŷm

)
, (6.15)

ĒLOMO(m) = E
(
ym, ŷm

)
. (6.16)

wherem denotes the TTS model, which is excluded during the training under LOMO CV-setup.

6.5 Results & Analysis

Table 6.2 Intelligibility Test: Pair-wise Comparison of all TTS models.

TTS Models CMU-HMM CMU-CLU CMU-DNN CMU-USS IITM-HMM IITM-CLU IITM-DNN IITM-USS HUMAN
CMU-HMM 0.00(1.00) 11.04(0.00) 12.69(0.00) 13.67(0.00) 0.13(0.72) 15.33(0.00) 16.19(0.00) 27.50(0.00) 21.43(0.00)
CMU-CLU 11.04(0.00) 0.00(1.00) 0.03(0.86) 0.17(0.68) 13.84(0.00) 0.30(0.58) 0.41(0.52) 3.85(0.05) 1.82(0.18)
CMU-DNN 12.69(0.00) 0.03(0.86) 0.00(1.00) 0.06(0.81) 15.77(0.00) 0.15(0.70) 0.22(0.64) 3.35(0.07) 1.44(0.23)
CMU-USS 13.67(0.00) 0.17(0.68) 0.06(0.81) 0.00(1.00) 16.78(0.00) 0.02(0.90) 0.05(0.83) 2.36(0.12) 0.86(0.35)
IITM-HMM 0.13(0.72) 13.84(0.00) 15.77(0.00) 16.78(0.00) 0.00(1.00) 18.71(0.00) 19.70(0.00) 32.06(0.00) 25.40(0.00)
IITM-CLU 15.33(0.00) 0.30(0.58) 0.15(0.70) 0.02(0.90) 18.71(0.00) 0.00(1.00) 0.01(0.93) 2.10(0.15) 0.68(0.41)
IITM-DNN 16.19(0.00) 0.41(0.52) 0.22(0.64) 0.05(0.83) 19.70(0.00) 0.01(0.93) 0.00(1.00) 1.89(0.17) 0.56(0.46)
IITM-USS 27.50(0.00) 3.85(0.05) 3.35(0.07) 2.36(0.12) 32.06(0.00) 2.10(0.15) 1.89(0.17) 0.00(1.00) 0.37(0.54)
HUMAN 21.43(0.00) 1.82(0.18) 1.44(0.23) 0.86(0.35) 25.40(0.00) 0.68(0.41) 0.56(0.46) 0.37(0.54) 0.00(1.00)

† Values in the table p(q): p is F-value and q is p-value obtained from the ANOVA test.

Table 6.3 Subjective Evaluation: Question-wise Mean & Standard-Deviation of Various Models.

TTS Models Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
CMU-HMM 2.43(0.55) 2.46(0.57) 2.35(0.52) 2.26(0.47) 2.11(0.41) 2.19(0.37) 2.23(0.43) 2.18(0.39) 2.21(0.39) 2.21(0.42)
CMU-CLU 4.01(0.51) 3.95(0.53) 3.90(0.52) 3.73(0.48) 3.60(0.44) 3.66(0.42) 3.73(0.42) 3.68(0.44) 3.72(0.44) 3.69(0.43)
CMU-DNN 4.16(0.52) 4.22(0.48) 4.05(0.56) 3.91(0.42) 3.83(0.36) 3.52(0.52) 3.69(0.40) 3.88(0.45) 3.73(0.38) 3.77(0.43)
CMU-USS 4.44(0.51) 4.34(0.53) 4.23(0.53) 4.10(0.49) 3.95(0.48) 4.02(0.48) 4.11(0.45) 4.04(0.49) 4.12(0.46) 4.13(0.49)
IITM-HMM 3.15(0.57) 3.14(0.58) 3.09(0.57) 2.96(0.50) 2.93(0.47) 2.94(0.44) 3.01(0.45) 3.00(0.47) 3.03(0.47) 2.97(0.49)
IITM-CLU 5.23(0.42) 5.25(0.41) 5.19(0.43) 5.04(0.42) 4.89(0.41) 4.87(0.40) 4.84(0.39) 5.03(0.39) 4.96(0.37) 4.98(0.41)
IITM-DNN 5.47(0.45) 5.69(0.37) 5.23(0.51) 5.40(0.33) 5.54(0.43) 5.36(0.48) 5.27(0.41) 5.67(0.35) 5.18(0.42) 5.27(0.38)
IITM-USS 6.05(0.30) 6.06(0.29) 6.05(0.29) 5.96(0.30) 5.78(0.34) 5.84(0.33) 5.82(0.34) 5.92(0.30) 5.86(0.34) 5.88(0.31)
HUMAN 6.58(0.28) 6.60(0.28) 6.61(0.26) 6.52(0.27) 6.37(0.31) 6.41(0.34) 6.33(0.38) 6.45(0.33) 6.39(0.35) 6.45(0.32)

† Values in the table p(q): p is mean and q is standard deviation.

Table 6.4 Subjective Evaluation: Mean & Standard Deviation for Comprehension, Naturalness and Prosody.

TTS Models Comprehensibility Naturalness Prosody
[Q1-Q4] [Q5-Q8] [Q9-Q10]

CMU-HMM 2.38(0.53) 2.18(0.40) 2.21(0.40)
CMU-CLU 3.90(0.52) 3.67(0.43) 3.71(0.44)
CMU-DNN 4.07(0.58) 3.83(0.51) 3.95(0.56)
CMU-USS 4.28(0.53) 4.03(0.48) 4.12(0.48)
IITM-HMM 3.08(0.56) 2.97(0.46) 3.00(0.48)
IITM-CLU 5.18(0.43) 4.91(0.40) 4.97(0.39)
IITM-DNN 5.88(0.40) 5.62(0.38) 5.17(0.35)
IITM-USS 6.03(0.30) 5.84(0.33) 5.87(0.33)
HUMAN 6.58(0.28) 6.39(0.34) 6.42(0.33)

† Values in the table p(q): p is mean and q is standard deviation.
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6.5.1 Subjective & Objective Evaluation Results

After obtaining responses from the participants in the form of ratings as well as written text, we compare all the

TTS models to each other on various statistical measures. First, a pairwise comparison of all the TTS models

is made through the ANOVA test on their estimated word error rates (WER). Later, a categorised comparison

of all the models is shown on comprehensibility, naturalness and prosody based on the listener’s rating.

The subjective similarity of two speech synthesisers is achieved on the basis of significant-difference of

WER estimated between corresponding TTS models using the one-way ANOVA test. Table 6.2 shows the

similarity among all possible pairs of TTS models as well as Human speech. It also reflects that human speech

has a significant difference with other models in decreasing order for HMM, CLU, DNN, and USS on both

the datasets. In pairwise comparison through ANOVA test, we found a significant difference of CMU-HMM

with CMU-CLU (F (1, 460) = 11.04, p < 0.0001), CMU-DNN (F (1, 460) = 12.69, p < 0.0001), CMU-USS

(F (1, 460) = 13.67, p < 0.0001) as well as HUMAN (F (1, 460) = 21.43, p < 0.0001) which shows that

CMU-HMM model is far from the human and other TTS models in terms of WER score. For CMU-CLU,

the distance with CMU-DNN (F (1, 460) = 0.03, p = 0.86), CMU-USS (F (1, 460) = 0.17, p = 0.68)) and

HUMAN (F (1, 460) = 1.82, p = 0.18) is lower which represents CMU-CLU voice is closer to CMU-DNN

but not to human and CMU-USS models. Similarly for CMU-DNN, the distance with CMU-USS (F (1, 460) =

0.06, p = 0.81) and HUMAN (F (1, 460) = 1.44, p = 0.23) is also lower compared to human speech. CMU-

USS is found to be closer to HUMAN with a distance of (F (1, 460) = 0.86, p = 0.35) than other models.

Similar proximity behaviour is observed when CMU models are compared with the IITM models.

On the IITM based models, the ANOVA test follows similar pattern and shows significant distance of IITM-

HMM with IITM-CLU, (F (1, 460) = 18.71, (p < 0.0001)), IITM-DNN (F (1, 460) = 19.70, p < 0.0001),

IITM-USS (F (1, 460) = 32.06, p < 0.0001) and HUMAN (F (1, 460) = 25.40, p < 0.0001). Next IITM-

CLU is comparatively lower distant with IITM-USS (F (1, 460) = 2.10, p = 0.15), IITM-DNN (F (1, 460) =

0.01, p = 0.93) and HUMAN (F (1, 460) = 0.68, p = 0.41). Similar to IITM-CLU, IITM-DNN is also

significantly close to IITM-USS (F (1, 460) = 1.89, p = 0.17) and HUMAN(F (1, 460) = 0.56, p = 0.46).

Here again, IITM-USS, is closest to HUMAN speech with F (1, 460) = 0.37(p = 0.54) measure of distance.

Overall, the intelligibility test of listener’s response indicates that USS models are more natural and human-like

than the other TTS models. CLU and DNN are found to be quite similar to each other. HMM model’s WER

score is worst among all the models.

Verifying, mean (M) and standard deviation (SD) of theWER, we observe that the human speech has signif-

icantly lower WER (M=20.63, SD=11.64) than CMU-HMM (M=32.02, SD=13.30), IITM-HMM (M=32.47,

SD=13.17), CMU-CLU (M=28.12, SD=11.93), IITM-CLU (M=27.94, SD=11.41) andCMU-DNN (M=28.02,
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SD=11.39) IITM-DNN (M=27.32, SD=12.37), CMU-USS(M=26.65, SD=12.02), IITM-USS(M=25.98, SD=11.35)

based models.

In the second part of subjective evaluation, the models are compared on the basis of rating obtained on

the MOS-X questionnaire, as shown in Table 6.3. It is evident from Table 6.3-6.4 that the parametric speech

synthesiser’s speech quality is still far lower compared to concatenative synthesisers. Analysing Q1-Q10, under

the 7-point scale, Human speech is rated in range (6.3-6.6). For IITM dataset, HMM, CLU, DNN and USS

based models are rated in the range (2.9-3.2), (4.8-5.3), (5.2-5.7) and (5.8-6.1), respectively. Similarly, CMU

based HMM, CLU, DNN and USS models have obtained ratings in range (2.1-2.5), (3.6-4.0), (3.5-4.2) and

(4.1-4.5), respectively.

Table 6.4 presents the consolidated results under MOS-X categories of comprehensibility, naturalness and

prosody. For both datasets, listeners rated the USSmodel higher. Although the models trained through CLU and

DNN are not very natural and prosodic-rich, they are quite close to USS as per the rating. HMM-based models

show significantly lower performance than the other models. Based on the subjective evaluation, the USSmodel

trained on both datasets seems to be performed well than the other TTS models in terms of comprehensibility,

naturalness and prosody. Now, we aim to achieve the same outcome through a set of objective evaluations.

Table 6.5 Objective Evaluation: Models Trained on CMU.

Evaluation Metrics CMU-HMM CMU-CLU CMU-DNN CMU-USS
MCD 7.6675(0.3093) 7.1082(0.3158) 5.1585(0.2179) 2.0432(1.0201)
F0-RMSE 81.6182(48.6134) 44.6793(27.3087) 35.2275(22.1971) 19.1844(17.9790)
SNR 0.5740(0.0981) 1.8000(0.0804) 1.3537(0.1199) 1.3352(0.0426)
Global SNR 1.8261(0.0657) 0.4122(0.1267) 1.1545(0.1353) 1.1200(0.0533)
Segmental SNR 0.4329(0.1139) 0.7268(0.1122) 0.5244(0.1429) 1.2873(0.1205)
frequency-weighted segmental SNR 1.3392(0.0961) 0.4117(0.1217) 1.3283(0.1217) 1.3903(0.0859)
Broadband SNR 0.5794(0.0999) 1.6757(0.0787) 1.2291(0.1138) 1.0854(0.0214)
LPCC-Spectral Distortion 0.2243(0.1177) 1.2792(0.1149) 0.8888(0.1503) 0.3753(0.1109)
Log-Spectral Distortion 1.5140(0.1137) 1.3631(0.1377) 0.5556(0.1930) 0.9462(0.1062)
Itakura-Saito Spectral Distortion 1.0268(0.0265) 0.7306(0.0995) 0.0830(0.0737) 0.1542(0.0921)
WSS 1.5272(0.1590) 1.3212(0.1408) 1.0910(0.1240) 0.4949(0.1199)
lagDiff 1.3780(0.1170) 0.9118(0.0639) 0.4412(0.0205) 0.3700(0.0551)
Bark-Spectral Distortion 1.0552(0.0409) 0.0458(0.0192) 0.1327(0.0583) 0.3006(0.0652)
PESQ 0.1699(0.6065) 0.0343(0.2588) 0.2778(0.4930) 0.1113(0.3095)

† Values in the table p(q): p is mean and q is standard deviation.

Table 6.5-6.6 presents the objective evaluation results for both CMU and IITM based TTS models. Except

for Mel-Cepstral Distortion (MCD) and root mean square error of F0 (F0-RMSE), none of the objective eval-

uation measures is able to distinguish the TTS models. Based on the MCD and F0-RMSE scores, it is evident

from both the table that USS delivers the best result. They also support the subjective evaluation outcome that

DNN based TTS models are better than CLU based models. In comparison to all the TTS models, HMM-based

models are not up to the mark.
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Table 6.6 Objective Evaluation: Models Trained on IITM.

Evaluation Metrics IITM-HMM IITM-CLU IITM-DNN IITM-USS
MCD 7.7559(0.7662) 6.9592(0.3612) 4.9753(0.3840) 3.5474(0.8665)
F0-RMSE 36.8680(34.3779) 34.1950(28.9927) 27.7815(21.4731) 18.2559(25.6142)
SNR 0.6851(0.1305) 1.5956(0.1178) 0.9743(0.1256) 0.2796(0.0479)
Global SNR 1.6001(0.0281) 0.5667(0.1132) 1.2322(0.1246) 1.2487(0.0455)
Segmental SNR 0.6692(0.1138) 0.5709(0.1431) 0.5081(0.1372) 1.2044(0.1402)
frequency-weighted segmental SNR 0.7250(0.0968) 0.9177(0.1390) 1.3179(0.1186) 1.5437(0.0889)
Broadband SNR 0.5728(0.1364) 1.0646(0.1223) 0.6993(0.1235) 1.0347(0.0240)
LPCC-Spectral Distortion 1.1511(0.0832) 0.7018(0.0854) 0.7690(0.1176) 0.1622(0.0787)
Log-Spectral Distortion 1.3071(0.0979) 1.0164(0.1153) 0.8320(0.1033) 0.6416(0.1748)
Itakura-Saito Spectral Distortion 1.0000(0.0000) 0.6343(0.0000) 0.0185(0.0000) 0.0210(0.0340)
WSS 1.2577(0.0373) 1.0343(0.1182) 1.1142(0.1277) 0.5247(0.1574)
lagDiff 1.3717(0.0492) 0.5975(0.0594) 0.6510(0.0383) 0.8955(0.0391)
Bark-Spectral Distortion 1.1995(0.1016) 0.5093(0.0959) 0.2549(0.0557) 0.4569(0.1689)
PESQ 0.4315(0.7099) 0.3398(0.3564) 0.6810(0.2697) 2.1024(0.9549)

† Values in the table p(q): p is mean and q is standard deviation.

The rest of the objective evaluation metrics are taken from various distortion measures used in the Speech-

Coding [313]. As expected, the speech coding metrics do not clearly distinguish the quality of the models used

in the area of speech synthesis. Their performance is inconsistent on both datasets. For example, BSD show

CMU-CLU best for CMU dataset and IITM-DNN for IITM dataset. Similarly, PESQ, LPCC-Spectral Distor-

tion, Itakura-Saito Spectral Distortion, lagDiff and Log-Spectral Distortion and other SNR-related distortion

measures are also unable to distinguish the models in an expected order in terms of performance and quality.

6.5.2 Learning-Based Objective Evaluation

After discussing the subjective and objective evaluation results, this subsection demonstrates the results of the

proposed LBOE framework and its usefulness. The proposed Learning-Based Objective Evaluation starts with

analysing various TTS models on the proposed feature-set in comparison with the standard parameters set (see

Table 6.7). The openSMILE toolkit facilitates the extractions of such parameter-set from the speech.

Table 6.7 Comparison of various standard parameter-set based on the number of features.

Parameter-Set #Features

InterSpeech09 Emotion Challenge [324] 384
InterSpeech10 Paralinguistics Challenge [325] 1,582
InterSpeech11 Speaker State Challenge [326] 4,368
InterSpeech12 Speaker Trait Challenge [327] 6,125
InterSpeech (13&16) Computational 6,373Paralinguistics Challenge [328, 321]
AVEC13 [329] 2,268
GeMAPS [330] 62
eGeMAPS [330] 88
Proposed feature-set 76

In the Learning-Based Objective Evaluation, first of all, we extract the proposed LLD feature-set, covering

voicing, energy and spectral properties from the speech files of all the TTS models. Table E.1 and E.2 represent
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Figure 6.8 Mean-correlation of various TTS models shown for CMU & IITM separately.

sample mean & standard deviation of word-level features extracted from ORIG, HMM, CLU, DNN, and USS

models of TTS trained on both CMU and IITM in Appendix E.3. Based on the raw mean values of the proposed

LLD features-set, it is evident that USS based models are closer to ORIG (human) speech on both the datasets.

In order to observe the statistical proximity of the models, we have also drawn a correlation graph separately at

Phoneme, Syllable and Word level features for CMU (see Figure 6.8a–6.8c) and IITM (see Figure 6.8d–6.8f).

Dataset-wise, both the triplets signify the decreasing power of correlation in the order of phoneme, syllable

and word-level features. One major observation present in all the sub-figures of Figure 6.8 is that whatever the

dataset is, there is a decreasing order in the correlation of HMM, CLU, DNN and USS with ORIG. Based on

the proposed feature-set, USS synthesiser output is highly correlated with the human voice. On the contrary,

HMM is least likely to be similar to the human voice. On the other hand, DNN output seems to be a bit better

than CLU.

In order to observe the strength of the proposed feature-set, we have performed the classification task in

comparison with the other standard parameter sets. Table 6.8 and 6.9 summarise the classification results on the

features extracted at all three levels: Phoneme, Syllable and Word. The classification is performed separately

on the TTS models belonging to CMU and IITM families. It is observed that at the word, syllable, and phoneme

levels, our proposed feature-set has consistently performed better or equal compared to the other parameter

sets. Support Vector Machine (SVM) with RBF-kernel, Linear Discriminant Analysis (LDA) and Bidirectional-

LSTM (Bi-LSTM) were the top-performing classification methods.
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Table 6.8 Classification Accuracies (%) of CMU Models On (Word,Syllable,Phoneme)-Level Features.

Feature-Sets
Word Syllable Phoneme

LDA SVM Bi-LSTM LDA SVM Bi-LSTM LDA SVM Bi-LSTM
GeMAPS 65.69 68.75 67.28 59.15 65.31 59.46 49.87 58.45 48.64
eGeMAPS 70.13 72.82 72.63 65.81 69.77 68.47 57.96 68.09 61.65
IS09Emo 75.14 73.22 75.04 72.33 73.47 69.31 63.38 73.18 60.56
IS10Paral 73.42 72.18 69.56 69.52 69.48 66.37 60.22 64.46 56.99
AVEC13 75.27 72.41 73.97 75.43 73.29 72.76 72.75 72.54 69.46
IS11SS 74.71 73.53 75.85 74.65 72.9 73.52 72.63 72.09 67.73
IS12ST 72.75 72.04 75.95 75.84 74.33 62.43 72.57 71.71 66.65
IS13ComParE 74.18 73.04 74.78 73.47 72.76 71.61 71.87 70.66 68.79
Proposed feature-set 75.53 74.45 75.25 71.77 73.77 72.35 61.36 74.07 59.22

Table 6.9 Classification Accuracies (%) of IITM Models On (Word,Syllable,Phoneme)-Level Features.

Feature-Sets
Word Syllable Phoneme

LDA SVM Bi-LSTM LDA SVM Bi-LSTM LDA SVM Bi-LSTM

GeMAPS 71.43 73.67 71.47 67.37 72.52 67.2 59.11 67.25 58.53
eGeMAPS 75.56 76.75 73.81 68.39 74.62 70.17 62.79 73.23 65.32
IS09Emo 82.85 82.91 77.79 77.59 81.32 72.17 66.44 79.84 64.64
IS10Paral 81.88 79.58 76.05 77.34 78.18 72.29 66.13 72.13 65.15
AVEC13 86.77 80.55 54.48 85.30 81.76 77.54 79.04 79.09 71.28
IS11SS 82.89 77.19 74.73 80.74 76.98 74.01 75.93 76.08 66.56
IS12ST 83.43 77.02 75.19 82.63 77.26 73.38 76.72 76.11 71.49
IS13ComParE 82.43 76.12 74.49 82.43 78.09 73.49 76.22 76.05 70.85
Proposed feature-set 80.45 82.21 83.20 76.90 82.12 73.81 67.21 80.70 61.53

Table 6.10 Classification Timing (Minutes) of CMU Models On (Word,Syllable,Phoneme)-Level Features.

Feature-Sets
Word Syllable Phoneme

LDA SVM Bi-LSTM LDA SVM Bi-LSTM LDA SVM Bi-LSTM
GeMAPS 0.01 0.24 0.23 0.01 0.84 0.36 0.02 3.19 0.62
eGeMAPS 0.02 0.31 0.24 0.02 1.06 0.38 0.02 3.65 0.66
IS09Emo 0.03 1.4 0.31 0.05 3.88 0.48 0.08 16.74 0.95
IS10Paral 0.45 5.68 0.78 0.61 15.39 1.25 0.8 38.87 1.76
AVEC13 1.11 8.15 1.09 1.41 22.36 1.64 1.9 8.33 2.69
IS11SS 5.78 16.15 1.88 6.5 43.05 2.74 7.46 42.88 4.06
IS12ST 11.19 22.07 2.26 12.76 57.55 3.5 14.63 50.38 6.05
IS13ComParE 14.31 24.1 2.49 16.67 4.35 3.93 19.19 13.06 6.94
Proposed feature-set 0.01 0.28 0.23 0.02 0.9 0.37 0.02 2.94 0.65

As SVM with RBF-kernel outperforms the other classifiers, we also investigate its confusion matrix (see

Figure 6.9). In all possible scenarios, USS and ORIG are completely fused, which entails that USS’s synthesised

speech is highly natural and prosodically rich as a human voice. Thus, the classification accuracy supports our

claim that the proposed minimal set of features can distinguish speech files belonging to various TTS models.

Accuracy alone does not fulfil the purpose; the evaluation framework should also be time-efficient. So, we

also compare the performance of the feature-sets on the basis of time taken in classification. The time taken
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Figure 6.9 Confusion Matrices of SVM on Classifying TTS Models performed separately for CMU & IITM
datasets.

Table 6.11 Classification Timing (Minutes) of IITM Models On (Word,Syllable,Phoneme)-Level Features.

Feature-Sets
Word Syllable Phoneme

LDA SVM Bi-LSTM LDA SVM Bi-LSTM LDA SVM Bi-LSTM
GeMAPS 0.03 1.15 0.5 0.02 4.12 0.74 0.03 13.45 1.26
eGeMAPS 0.02 1.49 0.51 0.03 4.7 0.74 0.04 15.44 1.31
IS09Emo 0.06 6.62 0.67 0.09 19.2 1.08 0.17 39.35 2.32
IS10Paral 0.83 24.55 1.79 1.13 10.07 2.85 1.44 49.32 4.3
AVEC13 1.9 36.47 2.53 2.46 40.68 4.13 3.38 46.21 6.88
IS11SS 8.92 10.8 4.75 10.72 14.53 7.82 12.53 39.31 11.54
IS12ST 18.62 36.51 6.73 21.1 28.6 11.05 20.56 25.44 14.79
IS13ComParE 19.39 27.03 5.55 22.09 13.54 9.21 26.11 15.39 14.22
Proposed feature-set 0.02 1.49 0.49 0.03 4.52 0.75 0.04 13.42 1.3

in training and testing for each feature-set is summed up for their comparative analysis. The classification task

on each feature-set is executed on a machine with an Octa-core Intel Xeon E5-2630 processor and 256 GB

RAM. The execution time of all the feature-set is shown in Table 6.10 and 6.11 separately for CMU and IITM

based TTS models on the features extracted at the word, syllable and phoneme levels. From both the tables,

GeMAPS and the proposed feature-set are found to be the most time-efficient feature-sets. If we compare the

classification accuracy of both, the proposed feature-set is far better than the GeMAPS. Hence, the proposed

feature-set not only delivers comparable classification accuracy but is also time-efficient, which is highly desired

for an evaluation framework.
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Table 6.12 Evaluation matrics of quality prediction models for the LOTO-CV test-cases on
(Word,Syllable,Phoneme)-Level Features of CMU models.

Evaluation Model Comprehensibility Naturalness Prosody
Metrics Word Syl Pho Word Syl Pho Word Syl Pho

R̄LOTO

PLS 0.59 0.52 0.44 0.59 0.51 0.44 0.58 0.51 0.44
SVR 0.78 0.73 0.60 0.79 0.73 0.61 0.79 0.73 0.61
SVR* 0.86 0.83 0.81 0.87 0.84 0.82 0.83 0.81 0.79

ĒLOTO

PLS 1.08 1.14 1.20 1.09 1.15 1.20 1.10 1.17 1.22
SVR 0.84 0.92 1.07 0.83 0.92 1.08 0.85 0.94 1.10
SVR* 0.68 0.71 0.74 0.67 0.70 0.73 0.69 0.72 0.75

Table 6.13 Evaluation matrics of quality prediction models for the LOTO-CV test-cases on
(Word,Syllable,Phoneme)-Level Features of IITM models.

Evaluation Model Comprehensibility Naturalness Prosody
Metrics Word Syl Pho Word Syl Pho Word Syl Pho

R̄LOTO

PLS 0.71 0.63 0.48 0.70 0.62 0.48 0.70 0.62 0.47
SVR 0.85 0.81 0.71 0.84 0.80 0.70 0.84 0.80 0.70
SVR* 0.90 0.87 0.83 0.90 0.85 0.83 0.87 0.86 0.84

ĒLOTO

PLS 0.94 1.02 1.17 0.92 1.01 1.14 0.93 1.02 1.15
SVR 0.70 0.78 0.94 0.69 0.77 0.92 0.71 0.78 0.93
SVR* 0.59 0.60 0.62 0.57 0.58 0.61 0.58 0.59 0.62

Results of the assessment of quality prediction models

After showing the strength of the proposed feature-set, we analyse the performance of the quality prediction

models through Cross-Validation setups: LOTO-CV and LOMO-CV. The results of LOTO-CV are discussed

in Table 6.12-6.13, and LOMO-CV in Table 6.14-6.15. The assessment of the correlation coefficient is done

through a two-tailed t-test (HNULL : R = 0, H1 : R ̸= 0) [331]. For LOTO-CV, a sample size of N = 3070

signals (word-level), a correlation larger than .62 is considered significant at 95% confidence interval (p < 0.05).

For N = 5900 signals (syllable-level), a correlation larger than .56 is considered significant. For N = 11580

signals (phoneme-level), a correlation larger than .48 is considered significant. On the other hand, for LOMO-

CV, a correlation higher than 0.63 is considered significant. All correlation values given in Table (6.12 to 6.15)

are the averaged CV correlations.

Both LOTO-CV and LOMO-CV have been considered to observe the strength of model assessment towards

the prediction of various subjective-evaluation dimensions, e.g. comprehensibility, naturalness and prosody

(see Table 6.12-6.15). For each dimension, the correlation declines along with the Word, Syllable and Phoneme

based features for all the model types. This is because the realisation of phoneme or syllable is strongly influ-
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enced by its adjacent units [332]. Here, ratings for all the dimensions are kept on the same relative scale, which

helps retain the bias and variance proportions.

Table 6.14 Evaluation matrics of quality prediction model (SVR*) for the LOMO-CV test-cases on
(Word,Syllable,Phoneme)-Level Features of CMU models.

Evaluation CMU Comprehensibility Naturalness Prosody
Metrics TTS-Models Word Syl Pho Word Syl Pho Word Syl Pho

R̄LOMO

HMM 0.41 0.33 0.30 0.37 0.33 0.27 0.31 0.29 0.26
CLU 0.75 0.73 0.71 0.76 0.74 0.72 0.66 0.61 0.58
DNN 0.73 0.71 0.69 0.60 0.58 0.53 0.59 0.51 0.42
USS 0.79 0.71 0.76 0.74 0.69 0.65 0.65 0.63 0.59
ORIG 0.42 0.28 0.43 0.21 0.34 0.32 0.16 0.28 0.18

ĒLOMO

HMM 0.75 0.89 0.93 0.87 0.92 1.12 0.98 1.22 1.46
CLU 0.29 0.33 0.39 0.31 0.36 0.39 0.35 0.37 0.43
DNN 0.27 0.31 0.38 0.29 0.31 0.38 0.38 0.42 0.47
USS 0.32 0.31 0.35 0.32 0.37 0.34 0.36 0.42 0.51
ORIG 0.91 0.85 1.08 0.93 0.77 0.84 1.18 1.20 1.60

† Underlined values are the results of TTS models with inner subjective ratings.

Table 6.15 Evaluation matrics of quality prediction models (SVR*) for the LOMO-CV test-cases on
(Word,Syllable,Phoneme)-Level Features of IITM models.

Evaluation IITM Comprehensibility Naturalness Prosody
Metrics TTS-Models Word Syl Pho Word Syl Pho Word Syl Pho

R̄LOMO

HMM 0.42 0.40 0.31 0.40 0.41 0.36 0.47 0.44 0.41
CLU 0.71 0.66 0.67 0.79 0.76 0.74 0.67 0.63 0.59
DNN 0.61 0.58 0.55 0.55 0.54 0.49 0.53 0.50 0.46
USS 0.62 0.63 0.63 0.69 0.66 0.64 0.68 0.64 0.66
ORIG 0.37 0.42 0.40 0.44 0.42 0.37 0.44 0.39 0.41

ĒLOMO

HMM 0.69 0.74 0.73 0.85 0.70 0.92 0.87 0.95 0.83
CLU 0.25 0.32 0.37 0.33 0.34 0.38 0.35 0.37 0.43
DNN 0.26 0.29 0.33 0.26 0.34 0.37 0.27 0.29 0.35
USS 0.21 0.25 0.32 0.24 0.28 0.31 0.25 0.31 0.33
ORIG 0.78 0.83 0.89 0.73 0.95 0.91 0.76 0.95 1.04

† Underlined values are the results of TTS models with inner subjective ratings.

Word-based features often show lower errors than others, which denotes its superiority in predicting the

ratings. However, Phoneme-based features were found to be the lowest among the dimensions. The trend is

followed independently over all the regression models. The scatterplots in Figure 6.10 and 6.11 demonstrate the

differences graphically. Normalising the error to the observed range can be used to compensate for this effect.
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ŷ
(P

re
d

ic
te

d
)

LOTO, SVR*, Word, CMU

Comprehensibility

Naturalness

Prosody

1 2 3 4 5 6

y (Actual)

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

ŷ
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Figure 6.10 Scatterplots for LOTO-CV performed separately for CMU & IITM shown in two rows correspond
to three feature-types Word, Syllabe and Phoneme respectively.

Comparison on assessment model-type

In both LOTO-CV and LOMO-CV, model assessment by SVR with RBF-kernel (SVR*) is represented as the

winning model both in terms of correlation and error, with few exceptions. Based on the two-tailed hypothesis-

test, the results denote superiority of the non-linear model SVR* compared to the linear models: SVR and PLS.

The graphical comparison of the assessment models is presented in Figure 6.10 and 6.11.

Leave-One-Model-Out CV (LOMO-CV) Results

In order to show the generalisation capability of the LBOE towards unknown TTS models, we carried out

the model assessment through LOMO-CV setup. The assessment results obtained via LOMO-CV are listed in

Table 6.14 and 6.15. As the performance of various assessment models shows SVR* is best in characterising the

aspects of various TTS model types, we limit our analysis only to SVR*. Comparing the performance of SVR*

among five TTS-models on both the datasets, substantial similarity can be observed in different subjective-

properties, which indicates their structural similarity under features at various levels, e.g. word, syllable or

phoneme-based. One TTS-model is kept out during each test, the per-test performance of LOMO is notably

consistent than in the LOTO case.

It is observed that LOMO-CV delivers higher performance for inner TTS-models, e.g. CMU-CLU, CMU-

DNN, CMU-USS or IITM-CLU, IITM-DNN, IITM-USS in terms of relative rating andworst for other models in

outer-range of the ACR, i.e. HMMandORIG. These results show that an assessment model can better generalise

an unknown TTS-model if a large number of samples from different TTS-models are used in training. Figure
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Figure 6.11 Scatterplots for LOMO-CV performed separately for CMU & IITM shown in two rows correspond
to three feature-types Word, Syllabe and Phoneme respectively.

6.11 shows the results of SVR* graphically on various subjective-properties for both datasets. It can be seen

from the plots, HMM and ORIG exhibit a comparable error to others. Furthermore, we observed that the speech

signal with low-quality, e.g. HMM, are generally over-estimated, whereas high-quality, e.g. ORIG, speech tends

to be under-estimated, as shown in Figure 6.11.

Comparison with other non-intrusive assessment metrics

We also compare the performance of LBOE with Quality-Net [180] and MOSNet [181]: recent deep learning-

based non-intrusive assessment metrics. Quality-Net evaluates the quality of a synthesised speech based on the

frame-level assessment. On the other hand, MOSNet uses a weighted score of utterance-level and frame-level.

For fair comparison among LBOE, MOSNet and Quality-Net, we perform the quality prediction task to evaluate

the same set of TTS systems under LOMO-CV setup. This experiment shows the robustness of the proposed

LBOE evaluation method with these deep learning-based non-intrusive evaluation methods.

Table 6.16 shows the results of Quality-Net and MOSNet compared to the average of word-level LBOE

evaluation on the selected TTS systems trained on both CMU and IITM datasets. We observe that the perfor-

mance of Quality-Net and MOSNet is poor than the LBOE under LOMO-CV setup, which shows the usability

and robustness of the proposed evaluation model. Additionally, it is also evident that the models perform better

on IITM based TTS systems than the CMU.
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Table 6.16 Comparison of LBOE with other non-intrusive methods under LOMO-CV criteria of model assess-
ment.

Evaluation TTS CMU IITM
Metrics Models Quality-Net MOSNet LBOE Quality-Net MOSNet LBOE

R̄LOMO

HMM -0.13 0.00 0.36 0.02 0.04 0.43
CLU 0.02 0.06 0.72 0.09 0.13 0.72
DNN 0.16 0.18 0.64 0.11 0.21 0.56
USS 0.08 0.13 0.73 0.16 0.17 0.66
ORIG -0.09 -0.02 0.26 0.03 0.01 0.42

ĒLOMO

HMM 1.57 1.34 0.87 1.21 0.93 0.80
CLU 0.95 0.92 0.32 0.91 0.81 0.31
DNN 0.96 0.89 0.31 0.87 0.76 0.26
USS 0.99 0.93 0.33 0.92 0.86 0.23
ORIG 1.29 1.13 1.01 1.13 0.98 0.76

6.6 Discussion

6.6.1 Characterisation of synthesised speech based on LLD feature-set

We compare the evaluation performance of our proposed feature-set on the basis of classification results with

various state-of-the-art parameter sets proposed earlier during the series of Interspeech Challenges held in 2009

(IS09Emo) [324],2010 (IS10Paral) [325], 2011 (IS11SS) [326], 2012 (IS12ST) [327] and computational par-

alinguistics feature-set (IS13ComParE) [328], (ComParE16) [321] as well as (AVEC13) [329], (GeMAPS) and

(eGeMAPS) [330].

On analysing Table E.1 and E.2, we observed the characteristics of LLD features in distinguishing the syn-

thesised speech generated through various TTS-models. The value of loudness is higher in ORIG, USS and

lower for HMM model. The fundamental frequency (pitch) is supposed to be balanced for natural voice as in

the case of ORIG, and for USS its value is in medium-range, lower for HMM, while higher in CLU and DNN

model [333]. In contrast, the ZCR value is found to be lower in quality speech, e.g. ORIG, USS. The psychoa-

coustic sharpness is observed medium for the case of ORIG, USS and higher for HMM and lower for CLU,

DNNmodel. Spectra Band Energy should be higher in lower frequency and balanced in higher frequency-range

for a natural voice. Spectral Roll of Points are found to be medium in the case of ORIG, USS voice, higher for

CLU models and lower for DNN and HMM models. Other spectral features also show similar behaviour.

MFCC features also have sufficient distinguishing capabilities in identifying the best TTS models [334].

MFCC(1-10) are mostly medium or medium-lower in characterising a good speech. While MFCC(11-16) are

found to be medium or medium-higher for the same, a similar trend can be observed on both CMU and IITM
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based TTS-models. For the HMM&DNN based models, MFCC features are mostly medium or medium-higher

range compare to others while CLU models record lower-range values for MFCC.

Analysing the voicing related features, all models are very close to each other in terms of jitter values.

However, looking at features local to a speech signal, HMM models receive high jitter values, CLU and DNN

get low, while USS and ORIG register in-between values. In contrast on Shimmer, logHNR and Probability of

Voicing based features, USS and ORIG models get values in the medium-range, higher for HMM, while lower

for CLU and DNN models [335].

Comparison of LBOE with the subjective and objective evaluation methods

Section 6.5 shows that the TTS systems’ subjective evaluation requires a significant human effort and time.

Additionally, the variability in the listeners’ response in the form of ACR and WER output does not favour the

use of subjective evaluation. On the contrary, the objective evaluation matrices show inconsistent performance

in the objective assessment of synthesised speech which requires a “golden” reference as a constraint.

On the other hand, the proposed Learning-Based Objective Evaluation framework has not only provided a

robust alternative to them but also shown comparable performance to the current state-of-the-art of non-intrusive

quality assessment models. It would be useful for researchers working in the area of speech synthesis evaluation.

CV-setup

The motivation to use Cross-Validation is mainly to avoid the results of being overfitted and to assess the gener-

alised performance of the assessment-models. The question might be asked which CV-setup identifies the best

assessment-model, LOTO or LOMO. Both try to evaluate the prediction models in different ways. LOTO-CV is

suitable for assessing a large number of signals collectively. The principal aim here is to generalise the ratings

of samples between several tests generated from whatever TTS model.

On the other hand, predicting the ratings of a completely new TTS configuration seems to be a challenging

goal, although it can be achieved as described in Section 6.4. It should be noted that, in general, the CV assumes

that training and testing data come from the same population. Hence for the LOMO-CV, new TTS signals

predictability depends on its similarity with all TTS signals belonging to the training samples. The default

CV-setup is based on the K-fold partitioning, which investigates each random split in a Monte-Carlo fashion

[336].

Linear Vs. nonlinear quality-assessments models

It is evident from the results that the nonlinear models are the better choice for the assessment. The modelling of

signal parameters is seen to be effective here via RBF-Kernel. The overall performance gap between linear and
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nonlinear models is approximately (∼15-30%). They have been incorporated here to show how the correlation

improves on an explicit nonlinearity of LLD-based features shown theoretically and empirically in Section 6.4

& 6.5.2, respectively. The model assessment results clearly identify that nonlinear modelling is most suitable

for good prediction accuracy when such rigid validation conditions are applied, e.g. CV, usage of multiple

databases, and no manual deletion of outliers. This confirms all attempts in the NiQA literature which empha-

sise the integration of all significant nonlinearities, e.g. ITU-T Recommendation P.563 [337], LCQA [338] or

ANIQUE [339]. In contrast to these works, the LLD-based learning method introduced in this work delivers a

time-efficient generic NiQA model. In addition, its transparent structure is a key asset that links explicitly with

the physical property.

Though the nonlinearmodels are found to be superior in the study, linearmodels remain to be the best starting

point when working on sparse empirical data. They can suggest valuable information about the modelling, e.g.

the required degree of nonlinearity.

Validity & scope of application

This chapter proposes a set of LLD feature-set suitable for evaluating synthesised speech sourced from various

TTS-models. The instrumental assessment models considered in this study should be recognised as learning-

based evaluation models. The generalisation capability of such models depends on how sufficiently rich training

data is with respect to statistical sample size. It has been demonstrated during the discussion of LOTO-CV and

LOMO-CV in Section 6.5.2.

We have trained five TTS models on both CMU and IITM datasets to acquire sufficient variations in the

synthesised speech to be evaluated. All the TTS-models are independently assessed on word, syllable and

phoneme-level LLD features. Beyond the CV-setup, the speech signals are supposed to be sufficiently long

in order to level-out the variations induced in the spoken sentence. It is necessary as we have considered only

acoustical properties for the comparison, which does not bother whether the text is spoken phonetically “correct”

or not.

However, lexical properties are required to be included in the model training for explicit learning of phonetic

correctness with the statistical perspective, but its effective use would need much more training data than the

data used in the current study. Hence, we have not considered lexical properties. We believe that true analytical

models are more complex and unrealistic for small-scale problems. Furthermore, in terms of entirely true eval-

uation measures, the instrumental model can probably never take over full-scale subjective auditory tests of the

synthetic speech. But, such statistical learning-based models can be a time-efficient alternative that provides

helpful diagnostic information.
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6.7 Summary

This chapter has explored the area of speech synthesis, the last component in the SDS pipeline for converting

the system’s natural language response to speech waveform. In addition, it has also presented a novel frame-

work for quality assessment Learning-Based Objective Evaluation (LBOE) which validates its capability by a

comprehensive discussion on the evaluation of various text-to-speech synthesis systems.

We begin with the discussion on various TTS systems used for generating the speech materials for the exper-

iments. For that, the chapter gives a brief note on several TTS engines, i.e. USS, HMM, CLU and DNN, used in

the study of their quality assessment. To train the TTS engines, we utilise two publicly available speech datasets,

IITM and CMU. The most natural synthesised speech will represent the system response in live conversation

with the user in real-time.

First, a comparison of multiple speech synthesisers is made through various traditional objective and sub-

jective evaluation measures in order to observe their usability and setbacks. Then, the proposed Learning-Based

Objective Evaluation is presented, which acquires the positive points of both subjective and objective evaluation

measures and also nullifies their negative merits. The Learning-Based Objective Evaluation method not only

finds out the minimal set of LLD features that influence the TTS performance most but also scores each TTS

model individually in a non-intrusive way.

Based on the minimal set of perceptually salient acoustic-features (LLDs), the framework builds quality-

prediction models to evaluate various speech synthesis models. The following conclusions are drawn from the

evaluation done through the CV-setup:

(i) Modelling the quality-assessment process of synthesised speech is possible as an alternative to costly and

time-consuming subjective testing. The best (CV) performance, is observed as correlation of R = 0.87

withE = 0.67 in the CMU dataset,R = 0.90 withE = 0.57 in the IITM dataset in LOTO-CV assessment

while R = 0.79 with E = 0.32 in CMU as well as R = 0.79 with E = 0.33 for IITM under LOMO-CV

assessment configuration.

(ii) Regression-based quality-prediction models are robust and reliable with respect to the features at different

levels, e.g. word, syllable and phoneme, being generated through different TTS models.

(iii) It is observed that the selected feature-set has the capability to capture the quality-effect from the synthesis

speech. It provides an alternative for quality-prediction to conventional approaches.

(iv) A nonlinear model of regression performs better in predicting synthetic speech quality.

Hence, the final product would be an assessment framework that not only exhibits a set of selected acoustic

features but also shows its performance through quality prediction and validation of synthesised speech.





Chapter 7

Limitations and Future Scope

This chapter concludes the thesis by summarising the contributions and marking out the limitations & future

directions of the current work. The possibility of incorporating the current work to other Indic languages, i.e.

Bengali (Bn), Telugu (Te), Gujarati (Gu), Tamil (Ta), Oriya (Or) and Punjabi (Pa) etc., has also been discussed

in this chapter.

7.1 Thesis Summary & Contributions

The thesis has examined the challenges of developing a conversational system built upon native Indian languages

for a real-world task. Following the modular architecture, the overall goal is to build a data-driven dialogue

system with the ability to get improved over time and perceived as behaving human-like by the users. The

components of a modular Spoken Dialogue System (SDS), i.e. ASR, SLU, DST, DM, NLDG and TTS, are

based on statistical methods such as probabilistic distribution, neural network models, which allow them to

handle both language-specific as well as language-independent uncertainties in both their input and their output.

The original contributions of this thesis include: the development of anHDRS corpus onwhich various state-

of-the-art SLU andDSTmodels, i.e. NBT,GLAD,GCE,GSAT, Simple-BERT and SUMBT, are implemented and

compared; the RNNLG models, i.e. H-LSTM, SC-LSTM, MSC-LSTM and ENC-DEC, have been experimented

and used to train corpus-based NLDG module on a self-collected corpus dialogue-act & sentence pairs without

any alignment and annotations in an Indic language Hindi; construction of dialogue policy with RL based

approaches, i.e. GP-SARSA, DQN, A2C, on the user-system act pairs generated by a user simulator; proposing

a novel framework LBOE for quality assessment of a synthesised speech generated from various TTS engines,

i.e. USS, HMM, CLU and DNN.

Following the modular architecture to build an SDS in Indic language, we work on the development of

each component separately and resolve the challenges in combining them in a single SDS pipeline design later.

Developing an SDS for a new language and new domain draws a great challenge to not only explore the existing
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systems but also build a framework from scratch to perform the experiments. Based on this, the contributions

of the thesis are summarised in the following sections.

7.1.1 Contribution to SLU & DST

In this thesis, a Hindi Dialogue Restaurant Search (HDRS) corpus is introduced to promote the research and

development of a dialogue system for the Indic languages. It helps in designing the language understanding and

state tracking modules for the Hindi language spoken dialogue system. The corpus comprises 1.4k fully-labelled

hand-written dialogues collected using Wizard-of-Oz paradigm. In the corpus, there are 40% of the dialogues

where the user changes her goal. Hence the corpus contains sufficient dialogue scenarios that are more natural

and challenging for the dialogue state tracking.

As Hindi contains lots of lexical/morphological ambiguities, it becomes a key challenge for DST models

to detect the DAs appropriately and keep the dialogue state updated. We have evaluated the performance of

baseline SLU/DST and recent state-of-the-art neural belief trackers on the corpus. The Category-1 DSTmodels,

i.e. NBT-{CNN/DNN}, GLAD, GCE and GSAT, are trained using pre-trained embeddings such as GloVe,

Word2Vec-{CBOW,SG}, FastText-{CBOW,SG}. On the other hand, the Category-2 DST-models, i.e. Simple-

BERT DST, SUMBT, use the pre-trained multilingual-BERT encoder to handle dynamic ontology.

The data-driven approaches used in the Category-1 belief trackers depend entirely on the semantic quality

of the underlying word vector space. Hence, the major part of this module investigated the problem of semantic

specialisation by comparing the performance of various categories of word-level embeddings. Based on the ex-

perimental results, GSAT outperforms all other models with joint accuracy of 83.25%, followed by SUMBT. All

category-1 DST models show better performance when trained on FastText-SG. Category-2 models can further

be improved using the BERT explicitly trained on a Hindi corpus. By using semantically-induced embeddings,

the performance of category-1 models can be improved.

Handling morphological properties is one of the major issues in building natural language processing ap-

plications in the Hindi language. The fact is proved by an experiment (see Section 3.6) where the GSAT-DST

model is trained on both Hindi &English corpora with andwithout language-specific pre-trained embeddings. A

significant difference is observed in the joint-goal accuracy in both cases when experimenting on the Hindi cor-

pus compared to the English one. It shows the significance of FastText embedding in the NLP task of SLU/DST

on the morphological languages, i.e. Hindi.

7.1.2 Decision Making in Dialogue through Reinforcement Learning

RL algorithms which follow a general POMDP framework are used in the thesis. In policy learning, they require

a distribution over the dialogue states, also called the belief state, is to bemaintained through the dialogue. Using
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the learned dialogue policy, the dialogue manager selects an action based on the current belief state. The process

of learning the optimal policy is called policy optimisation.

Reinforcement learning approaches are practical for decision making and provide a general framework for

designing automatic dialogue policy learning without relying anymore on the hand-crafted rules. For this part,

the thesis discusses the criteria for reward estimation and shows the comparative performance of the value-

based e.g. GP-SARSA, DQN and policy-based, i.e. gradient-based RL methods in modelling the policy. We

found that an advantage function when applied as a critic policy with the gradient-based (a type of policy-based

function) RL approach, significantly improves the dialogue performance.

7.1.3 Contribution to Hindi Dialogue Generation

This part has shown that with the right architecture design, an RNN based language generation model can pro-

duce high-quality dialogue responses learning from human-authored examples in an Indic language. In contrast

to previous approaches that rely on constructing intermediate representations with explicit linguistic annota-

tions, the RNNLG models generate these representation without relying on any annotations and avoid unused

and redundant ones to improve the learnability and scalability of the NLDG component. As per the discussion

in Section 2.1, this backward integration of an NLDG component is proven to be effective in the modular archi-

tecture of a spoken dialogue system because it helps mitigate the development load and be competitive in terms

of human-perceived quality over the previous approaches.

The RNNLG framework has been adapted to explore and construct various RNN models for generating re-

sponses for a Hindi dialogue system. The general architecture of the RNNLG framework is a combined process

of sentence-planning and surface-realisation which enables training corpus-based NLDG on dialogue-act &

sentence pairswithout any alignment annotations. Alternatively, these alignments are learned as sentence plan-

ning either by gating or attention mechanism, while the surface-realisation is achieved by a recurrent structure

like RNN or LSTM.

Based on the gating mechanism, the sentence-planning has been investigated by three architectures of dif-

ferent capabilities (a) heuristically-gated models (H-RNN, H-LSTM), (b) semantically-controlled models (SC-

RNN, SC-LSTM,MSC-LSTM) and (c) ENC-DEC. Several existing baselines, e.g. HDC, n-gram and KNN, are

used for comparison. HDC and KNN models generate rigid utterances, while class-based n-gram and RNNLG

based models have the ability to generate novel utterances based on the probability distribution of tokens in the

training data. In terms of BLEU-score, T-Error and S-Error, RNNLG based models have shown better perfor-

mances. MSC-LSTM is the best architecture among all the models due to its ability to remember key-phrases

corresponding to DA-type and slot-value pairs by incorporating DA differently from the SC-LSTM architecture.
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In contrast, H-LSTM does not perform well for the binary slot-value pairs, and the ENC-DEC model allows the

repetition of slot-value information.

To further enhance the performance of RNNLG models, an adaptation recipe of delexicalisation is utilised

to facilitate training under a limited data scenario. In this method, all sentences are pre-processed via delexi-

calisation, where slot-valued specific words are replaced with their corresponding generic tokens based on the

ontology. An RNNLGmodel’s output, a sequence of tokens, further needed to be lexicalised for the appropriate

surface realisation.

7.1.4 Contribution to TTS & Quality Assessment

As a last component in the SDS pipeline, a TTS system plays a significant role in making the conversation with

a spoken dialogue system more natural and human-like. To achieve this, we have not only trained various “off-

the-shelf” TTS systems: Unit selection speech synthesis (USS) [34], Hidden Markov Model speech synthesis

(HMM) [145], Clustergen speech synthesis (CLU) [147] and Deep Neural Network-based speech synthesis

(DNN), i.e. Tacotron-2 [38], but also compared the quality of speech they produce through.

The thesis proposes Learning-Based Objective Evaluation (LBOE), a novel framework for quality assess-

ment, and validates its capability by a comprehensive discussion on the evaluation of various text-to-speech

synthesis systems. First, a comparison of multiple speech synthesisers is made through various traditional ob-

jective and subjective evaluation measures to observe their usability and setbacks. Learning-Based Objective

Evaluation method not only finds out the minimal set of LLD features influence the TTS performance most but

also scores each TTS model individually in a non-intrusive way.

The proposed Learning-Based Objective Evaluation acquires the positive points of both subjective and ob-

jective evaluation measures and also nullify their negative merits. It provides evaluation results as reliable

and accurate as through the subjective evaluation with only one-time manual and financial support. Like the

objective evaluation, it relies only on the speech files of several categories without entirely depending on the

availability of original (human) speech files. In comparison to the recent state-of-the-art of deep-learning-based

NiQA models, i.e. Quality-Net [180], MOSNet [181], our framework is shown to be more robust and accurate.

Based on the minimal set of perceptually salient acoustic-features (LLDs), the framework builds quality-

prediction models in order to evaluate various speech synthesis models. It provides a low cost and less time-

consuming alternative to modelling the quality-assessment.

7.1.5 Other Indic Languages

We show that our system handles the complex morphology posed by the Hindi language. However, its down-

stream performance shows a greater dependence on high-quality word vectors, especially for low-frequency
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words. Other Indic languages are also morphologically rich, follow the same sentence structure. To exemplify

it, an utterance in Hindi is translated to some Indic languages, i.e. Bengali (Bn), Telugu (Te), Gujarati (Gu),

Tamil (Ta), Oriya (Or) and Punjabi (Pa) etc., with explicit sentence-structure annotation as below:

(En). [I]S [am searching]V [for Bengali]Om [food]O [in the southern part of the city]Cm .

(Hi). [मैं]S [शहर के द क्षणी िहस्से में]Cm [बगंाली]Om [खाना]O [ढंूढ रहा हँू]V।

(Bn). [আিম]S [শহেরর দিক্ণ অংেশ]Cm [বাংলা]Om [খাবােরর]O [জনয্ েখাঁজ করিছ]V।

(Te). [నేను]S [నగరంయొకక్ దకిష్ణ భాగంలో]Cm [బెంగాలీ]Om [ఆహారం]O [కోసం చూసుత్నాన్ను]V.

(Gu). [હંુ]S [શહેરના દિક્ષણ ભાગમાં]Cm [બંગાળી]Om [ખોરાક]O [શોધી રઽૠો છંુ]V.

(Ta). [நான்]S [நகரத்தின் ெதற்கு பகுதியில்]Cm [ெபங்காலி]Om [உணைவத்]O [ேதடுகிேறன்]V.

(Or). [ମଁୁ]S [ସହରରଦକ୍ଷିଣଭାଗେର]Cm [ବ ାଳୀ]Om [ଖାଦୟ୍]O [େଖାଜୁଛି]V।

(Pa). [ਮੈਂ]S [ਸ਼ਿਹਰ ਦੇ ਦੱਖਣੀ ਿਹੱਸੇ ਿਵੱਚ]Cm [ਬੰਗਾਲੀ]Om [ਭੋਜਨ]O [ਲੱਭ ਿਰਹਾ ਹਾਂ]V।

Assuming Sm as a subject modifier, Om as object modifier, Vm as expected verb post-modifiers and Cm as

the optional verb post-modifiers, used as case markers for depicting the sentence structure. In general, Indic

languages follow a common sentence structure of SOV (Here, S=Subject, O=Object and V=Verb) in contrast

to English which is based on SVO structure. In addition, case markers are postpositioned and are strongly

bound to nouns. Similar challenges are visible in all Indic languages. Therefore, the statistical models with

little improvement would suffice to build a full-fledged dialogue system in an Indic language.

7.2 Limitations & Future Directions

All the data-driven neural network-based models, i.e. NBT, GLAD, GCE, GSAT, SUMBT, Simple-BERT, ex-

plored in this thesis, do not rely much on in-domain semantic lexicons. They are, therefore, supposed to be

scalable to larger and more sophisticated domains. However, as we scale up the training process with complex

data, these network-based models sometimes lead to unexpected failures, which is not desirable in real-time ap-

plications. Analysis of the semantic details acquired from the pre-trained embeddings, FastText, GloVe, BERT

etc., may provide a relatively elegant way for the system designer to circumvent and remove some frequently

occurring errors. It still remains to be observed how robust our SLU/DST models perform when deployed in a

real-world scenario and how much harder it gets to deal with such surprising failures.

The presented work has explored and revealed the dependency of language understating performance on

modelling the Morphology, Code-Mixing, Echo-Words, Lexical Variations. The developed system was exposed

to these complexities through some language-specific pre-trained vectors. The experiments have proved that for

morphologically rich languages (Indic languages) such asHindi, the performance of language understandingwas

improved when the underlying vector space was transformed to model language-specific morphology. However,

if this design framework is applied to other non Indo-European languages, such as Arabic, Chinese, Japanese or
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Vietnamese, it would pose more substantial challenges due to their structural differences. For example, Chinese

and Japanese are analytic and isolating (segment sentences rather than words) than the Indo-European, which

are predominantly synthetic and inflected, while the Vietnamese represent the written tokens in the form of

syllables. Building language understanding modules for these languages would present an exciting challenge.

Although the Category-1 DST models are found to be performing well, they can further be improved by

using semantically induced in-domain word-embeddings. In comparison, Category-2 models are more robust

towards new slot values, which is suitable for systems with dynamic ontologies. As the BERT model plays a

crucial role in these models’ performance, a BERT trained explicitly in the Hindi language is expected to deliver

better performance.

The reward estimated by various approaches is used for dialogue evaluation in the thesis, which utilises the

success information [207, 340]. Although the success information is a prominent feature for dialogue quality

in task-oriented slot-filling SDSs, this is only one aspect of user satisfaction. It is thus an important area to

work further to define and estimate the dialogue quality. The dialogue policies we have explored in this thesis

mainly operate at the semantic level of abstraction ‘dialogue acts’ [341], that are human-engineered, and requires

expert knowledge. Due to this, the system suffers from scalability issues because the quality and variability of a

potential output response are highly dependent on the selection of dialogue acts. Recently, people have attempted

to learn the latent dialogue acts implicitly, which does not need to define a list of dialogue acts in advance [342],

and it might be helpful in generating a more diverse and natural system response.

Several limitations have been observed in the experiments to build the NLDG component in an SDS. One

limitation is related to the process of delexicalisation [97, 99], which replaces domain-specific, i.e. ontology,

words or phrases with placeholders (specialised tokens) to make the model’s training easier. It is a rudimentary

method as it relies on exact string matching. Due to this, the models are unable to produce complex linguistic

phenomena, i.e. referential expressions or value-based comparisons. In addition, it may cause several ambigui-

ties for large domains, creating scalability issues for the system. For example, for a restaurant domain, the word

‘बगंाली’ represents the food-type, but ‘बगंाली’ may also be used to depicts an ethnic group; hence the delexicalisa-

tion can be confusing in such cases. One possible solution to this is to apply the pointer network [343], which

can resolve the issue by soft-string matching where the model use this technique to learn domain-specific words

to match softly and replace them into sentences. Another limitation is regarding the evaluation of generated

utterances; we are able to check only on the basis of syntactic error, which is not sufficient as the generated

utterances may show different meanings.

In the quality assessment, a further research line can be opened related to the investigation of perceptual

attributes that might better depict the physical properties of a synthesised speech. A deeper investigation of

the psycho-physical characterisation and perceptual regularisation of synthetic speech would help validate the
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quality description, and thus the overall performance could be enhanced. However, the proposed evaluation

framework has presented a generalised architecture to use statistical approaches for the quality assessment. As

the quality of the speech synthesis models is getting improved with recent advancements in the area, there is a

constant need to explore and investigate the required features and speech characteristics to be included in the

evaluation of TTS systems that could lead to an update of the LLD feature set.

Arguably the greatest bottleneck in developing a statistical dialogue system is collecting appropriate training

data required to construct its components. It is especially true for the task-oriented dialogue systems, to which

the availability of in-domain data is crucial plays a significant role for its optimal performance. For example,

the task of SLU/DST relies on annotated corpora, which is based on the dialogue act taxonomies. The main

limitation is that it requires experts to create accurate labels; and, therefore, hinders the collection process from

being completely crowdsourced [58]. This also applies to other system modules such as SLU, NLDG and

dialogue manager. Nevertheless, the Wizard-of-Oz approach has been used to build our dialogue corpora with

coarse-grained annotations. It is much easier to run such crowdsourcing platforms as the collection procedure

does not require expert knowledge.

We observe that the pipeline architecture has performed well in diagnosing and improving the components

individually, but the improvement of a single module may not appropriately boost the overall performance of

the integral system. Due to this, recent works are focussed on end-to-end approaches for building task-oriented

dialogue systems [201, 111, 109, 344]. They aim to learn multiple components together without factorising the

model into intermediate states that leads to avoid the need of intermediate labelling, and hence circumvents the

major bottleneck of hand-crafting and expert-knowledge. Thus, these methods help potentially speed up the

development process of the entire dialogue system and are worth further investigation.

In the current work, we have explored a unimodal natural-language based dialogue scenario. As the human-

to-human conversation is multimodal, involving various linguistic forms and non-verbal signals [345], a mul-

timodal human-to-computer conversation should therefore be more intuitive. Many researchers have explored

multimodal scenarios in the conversational systems, such as Visual Question Answering (VQA) [346] based

multimodal dialogue systems [347–352]. Essentially, the visual inputs, either in the form of image or video,

provide rich information about the environment (User) in addition to the dialogue and help achieve good per-

formance. The combined analysis and synthesis of language and vision may become the primary research focus

in conversational systems in near future.
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Appendix A

Allahabad Restaurant Domain

Task-oriented dialogue systems generally use the slot-filling mechanism to proceed a dialogue. The slots of a

slot-based dialogue system specify its domain, i.e. the scope system can talk about and the tasks it can help

users to accomplish. The slots also define the set of possible actions the system can take, the possible semantics

of the user utterances (see Appendix B) and the possible dialogue states (see Section 3.4).

In the information-seeking dialogue scenario, where the goal of the dialogue system is to allow the user

to search a database for data items by specifying constraints, the slots are the attributes of the entities in the

database, and a set of slot-value pairs form a search query in this case.

The set of all slots S is composed of two subsets: the informable slots Sinf, and the requestable slots Sreq,

such that S = Sinf ∪ Sreq. Informable slots are attributes of the entities in the database that the user may use to

constrain their search. On the other hand, requestable slots are attributes that users may ask the value of, but

may not necessarily be allowed to specify a value as a constraint. A typical example of a requestable slot that is

not informable is the phone number, which the user may ask for but would not give as a constraint (“मैं एक रसे्तरां

खोज रहा हँू जसका फोन नबंर 0532355166 ह।ै”) but the user may ask the value for (“क्या मुझे उस रसे्तरां का फोन नबंर िमल

सकता ह?ै”). In addition, these two sets of slots are not necessarily disjoint. Requestable slots are typically not

informable, while informable slots are typically requestable.

The domain used for evaluations in this thesis is restaurant information. The ontology and database for

the domain are collected and experimented about finding a restaurant in the Allahabad area. A summary of

the domain is presented in Table A.1 & Table A.2. Table A.1 signifies the distribution of venues (restaurants)

based on the domain slots, i.e. price range and area. On the other hand, Table A.2 shows the slot-specific details

categorised into Sinf (informable) and Sreq (requestable) types.
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Table A.1 Allahabad restaurant database distribution of venues based on price range and area.

Sno Price range Area Number of
restaurants

1. महगंा
(High)

उत्तर (North) 6
कें द्र (Center) 41
द क्षण (South) 5
प श्चम (West) 7
पूवर् (East) 5

2. मध्यम
(Medium)

उत्तर (North) 3
कें द्र (Center) 21
द क्षण (South) 2
प श्चम (West) 3
पूवर् (East) 3

3 सस्ता
(Low)

उत्तर (North) 2
कें द्र (Center) 15
द क्षण (South) 2
प श्चम (West) 2
पूवर् (East) 1

Table A.2 Ontology (slots) used in the Allahabad Restaurant search domain. All informable slots are also
requestable. The group Sreq\Sinf displays the requestable slots that are not informable.

Sno Type Slot Total Number
of Values

1.
Sinf

food 34
2. area 5
3. price range 3
1.

Sreq\Sinf

address -
2. phone -
3. postcode -
4. name -



Appendix B

Dialogue Act Types

Dialogue acts offer a shallow representation of the semantics for the user’s and the system’s prompt. For the

input side, the dialogue system understands the underlying semantics in the user’s response by mapping text into

one of the dialogue act taxonomies. At the output side, it transforms the input system act to a natural response,

where system acts represent system actions or intentions associated with relevant slot-value information. The

CUED1 dialogue act taxonomy [194] is adopted in the entire thesis and described in this appendix. It is a

relatively general format for representing the semantics of slot-based and task-oriented dialogues. A complete

list of dialogue acts with their descriptions is given in Table B.1.

Consider a dialogue doma in containing a set of slots S = Sinf ∪ Sreq, where Sinf and Sreq represents the set

of informable and requestable slots. Let Vs denote the set of possible values for a slot s∈S. (The terminology

and description of the domain studied in this thesis are explained in Appendix A).

A dialogue act is represented as the combination of two components: a dialogue act type, followed by a set

of slot-value pairs (optional):

DialActType(s1=v1, s2=v2,...sn=vn)

The DialActType is the type of dialogue act, such as inform, request, or confirm. It is followed by

slot-value pairs s=v identified from the utterance, where s or v can be null, e.g. area=पूवर्, address=. Consider

an example of dialogue act with DialActType=inform and SV={food=राजस्थानी,price range=महगंा}. This

dialogue act can be written in shorthand notation as follows: inform(food=राजस्थानी,price range=महगंा).

The DA corresponds to the abstract meaning of the following description: मैं एक महगंा रसे्तरां खोज रहा हँू जहाँ राजस्थानी

खाना िमलता हो।.

This thesis focusses on developing a spoken dialogue system in Hindi. We emphasise the dialogue acts to

represent the semantics in both the DST and NLDG components. More details are described in Table B.1, where

CUED dialogue acts definitions are given. First column represents the dialogue act, second and third denote
1CUED: A Dialogue Systems Group at Cambridge University Engineering Department (CUED)
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whether the dialogue act is applicable to the system, the user or both, and in the final column, the dialogue act

description is given.

Table B.1 A list of dialogue acts.

Dialogue Act System User Description
hello() ✓ ✓ start the dialogue
hello(a=x,b=y, . . . ) × ✓ start the dialogue with information a=x, b=y, ...
silence() × ✓ start the dialogue with information a=x, b=y, ...
thankyou() × ✓ implicit positive answer from the user
ack() × ✓ back-channel e.g. uh huh, ok, etc
bye() ✓ ✓ end the dialogue
hangup() × ✓ user hangs up
inform(a=x, b=y, . . . ) ✓ ✓ give information a=x, b=y, ...
inform(name=none) ✓ × inform that no matched entity is found
inform(a!=x, . . . ) × ✓ inform that a is not equal to x
inform(a=dontcare, . . . ) × ✓ the user does not care about the value of a
request(a) ✓ ✓ request value of a
request(a, b=x, . . . ) ✓ ✓ request value of a given b=x,...
reqalts() × ✓ request an alternative solution
reqalts(a=x, . . . ) × ✓ request an alternative solution with a=x,...
reqalts(a=dontcare, . . . ) × ✓ request an alternative solution relaxing constraint a
reqmore() ✓ × inquire if user wants anything more
reqmore(a=dontcare) ✓ × inquire if user would like to relax a
reqmore() × ✓ request more information about the current solution
reqmore(a=x,b=y, . . . ) × ✓ request more information given a=x, b=y, ...
confirm(a=x,b=y, . . . ) ✓ ✓ confirm a=x, b=y, ...
confirm(a!=x, . . . ) ✓ ✓ confirm a!=x, ...
confirm(name=none) × ✓ confirm that no suitable entity is
confirm(a=dontcare,...) ✓ ✓ confirm that a is a “don’t care” value
confreq(a=x,...,c=z,d) ✓ × confirm a=x, ... , c=z and request value of d
select(a=x, a=y) ✓ × select either a=x or a=y
affirm() ✓ ✓ simple yes response
affirm(a=x,b=y, . . . ) ✓ ✓ affirm and give further info a=x, b=y, ...
negate() ✓ ✓ simple no response
negate(a=x) ✓ ✓ negate and provide the corrected value for a
negate(a=x,b=y, . . . ) ✓ ✓ negate(a=x) and give further info b=y, ...
deny(a=x,b=y) × ✓ inform that a!=x and give further info b=y, ...
repeat() ✓ ✓ request to repeat last act
help() × ✓ request for help
restart() × ✓ request to restart
null() ✓ ✓ null act, does nothing
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Table B.2 Examples of dialogue acts with corresponding realisations in Hindi, in the Allahabad restaurant in-
formation domain.

Dialogue Act Utterance
User actions

inform(area=द क्षण, मुझे द क्षण क तरफ एक मध्यम क मत वाला रसे्टोरेंट चािहए।price range=मध्यम)

inform(area=dontcare, मैं िकसी भी के्षत्र में बगंाली रसे्तरां क तलाश कर रहा हू।ंfood=बगंाली)
inform(food=को रयन,price=सस्ता), क्या तुम मुझे एक को रयन रसे्तरां का फ़ोन नबंर और पता दे
request(phone,address) सकते हो? ध्यान रहे मैं गरीब हँू।
inform(area=पूवर्,food=िब्रिटश), मैं शहर के पूवर् में एक िब्रिटश रसे्टोरेंट खोज रहा हँू। मुझे फ़ोन
request(phone) नबंर भी चािहए।
request(address,phone) क्या मुझे फ़ोन नबंर और पता िमल सकता ह?ै

System prompts

hello()
नमस्कार, सल्पा डायलाग सस्टम में आपका स्वागत ह!ै मैं
आपक इलाहाबाद में मन चाहा रसे्टोरेंट चुननें में िकस प्रकार
सहायता कर सकती हू?ं

reqmore() क्या मैं आपक कुछ और सहायता कर सकती हँू?
inform(name= ब्लस रसे्टर् ो, ब्लस रसे्टर् ो एक जपैनीज रसे्टॉरेंट है जो िक शहर के कें द्र भाग
area=कें द्र,food=जपैनीज) में ह।ै

inform(name=none, मुझे माफ क जये लेिकन शहर के प श्चम भाग में मराठी भोजन
area=प श्चम,food=मराठी) परोसने वाला कोई भी रसे्टोरेंट नहीं ह।ै

inform(name=ओल्ड स्कूल कैफ़े, ओल्ड स्कूल कैफ़े का पता सिवल लाइसं, इलाहाबाद है और
address= सिवल लाइसं, इलाहाबाद, आप उन्हें फोन पर 0532360966 पर पहँुच सकते हैं।
phone=0532360966)

request(food) आप िकस तरह का खाना पसंद करेंगे?





Appendix C

English Translation of Figure 3.1

This section presents English translation of the dialogue shown in Figure 3.1. Each turn, separated by the

dashed lines, contains a system utterance (yellow) followed by corresponding system-actions (green) as well as

user utterance (red) comes with the specified turn-goals and turn-requests (blue).

I	am	looking	for	an	expensive	restaurant	where	rajasthani
food	is	available.

User

user utterance

turn-goals
	inform(food=rajasthani)
	inform(price range=expensive)

System

Hello	and	welcome	to	the	SILPA	Dialogue	System!
How	may	I	help	you	choose	your	favorite	restaurant
in	Allahabad?

 hello()

system utterance

system-actions

I	do	not	care.

 inform(area=dontcare)

There	are	five	expensive	restaurants	where	rajasthani
food	is	available.	Which	area	are	you	looking	for?

request(area)

May	I	know	it's	address	and	phone	number?

 request(address)
 request(phone)

The	Reserve	Seat	is	in	the	center	part	of	the	city.

Thank	you,	goodbye.

The	phone	number	of	the	Reserve	Seat	is
0532448620	and	their	address	is	12/22/1,	Master
Zahrol	Hassan	Road,	Mufordganj,	Katra,	Allahabad.

turn-requests





Appendix D

Proof of unbiased baseline in A2CER

Lets, recall the policy gradient expression for A2CER (from Equation 4.29):

∇θJ(θ) = Eπθ

[
ρ∇θlogπθ(a|b)Aw(b, a)

]
(D.1)

where,∇θ is the gradient function, ρ denotes sampling ratio, πθ(a|b) expresses the action probability distribu-

tion a with target policy θ over the belief distribution b and Aw(b, a)
]
is the advantage function of critic policy

w.

Using the expression of advantage functionAw(b, a) fromEquation 4.30, policy gradient function ofA2CER

would become:

∇θJ(θ) = Eπθ

[
ρ∇θlogπθ(a|b)

(
rt + γVw(bt+1)− Vw(bt)

)]
(D.2)

We can rearrange the expression as below:

∇θJ(θ) = Eπθ

[
ρ∇θlogπθ(a|b)rt + ρ∇θlogπθ(a|b)γVw(bt+1)− ρ∇θlogπθ(a|b)Vw(bt)

]
(D.3)

The above equation is equivalent to E(X + Y − Z). Due to the linearity of expectation, we can rearrange

the E(X + Y − Z) as E(X) + E(Y )− E(Z). So the above equation is modified as below:

∇θJ(θ) = Eπθ

[
ρ∇θlogπθ(a|b)rt

]
+Eπθ

[
ρ∇θlogπθ(a|b)γVw(bt+1)

]
−Eπθ

[
ρ∇θlogπθ(a|b)Vw(bt)

]
(D.4)

For the generalisation, assume (a|b) as (τ) and remove the constant terms, i.e. ρ, γ:

∇θJ(θ) = Eπθ

[
∇θlogπθ(τ)rt

]
+ Eπθ

[
∇θlogπθ(τ)Vw(bt+1)

]
− Eπθ

[
∇θlogπθ(τ)Vw(bt)

]
(D.5)
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Based on E(x) =

∫
x
p(x)xdx, each term in the RHS of above equation can be expanded to:

∇θJ(θ) =

∫
a

πθ(a)∇θlogπθ(a)rtda +

∫
a

πθ(a)∇θlogπθ(a)Vw(bt+1)da −
∫
a

πθ(a)∇θlogπθ(a)Vw(bt)da

(D.6)

Again, using the Likelihood ratio trick [249]: ∇log p(x) = ∇p(x)
p(x) ⇒ p(x)∇log p(x) = ∇p(x), the above

equation can be modified as:

∇θJ(θ) =

∫
a

∇θπθ(a)rtda+

∫
a

∇θπθ(a)Vw(bt+1)da−
∫
a

∇θπθ(a)Vw(bt)da (D.7)

Vw(bt) and Vw(bt+1) are not the function of action a and∇θ is a linear operator, so these terms can be taken

out from integral, but not the rt as it is the function of (at, st):

∇θJ(θ) = ∇θ

∫
a

πθ(a)rtda + Vw(bt+1)∇θ

∫
a

πθ(a)da − Vw(bt)∇θ

∫
a

πθ(a)da (D.8)

As the integral of probability distribution is always 1,
∫
a
πθ(a)da = 1:

∇θJ(θ) = ∇θ

∫
a

πθ(a)rtda + Vw(bt+1)∇θ1 − Vw(bt)∇θ1 (D.9)

As the gradient of a constant is always zero, i.e. ∇θ1 = 0, second and third term in the RHS of above

Equation would be zero:

∇θJ(θ) = ∇θ

∫
a

πθ(a)rtda (D.10)

Hence, it is proved through the derivation above that adding baseline function in A2CER has no bias on

gradient estimate.
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TTS Evaluation

E.1 Mean Opinion Score (MOS) Questionnaire Form
1. Listening Effort: Please rate the degree of effort you had to make to understand the message.

Impossible even with much effort 1 2 3 4 5 6 7 No effort required

2. Comprehension Problems: Were single words hard to understand?

All words hard to understand 1 2 3 4 5 6 7 All words easy to understand

3. Speech Sound Articulation: Were the speech sounds clearly distinguishable?

Not at all clear 1 2 3 4 5 6 7 Very clear

4. Precision: Was the articulation of speech sounds precise?

Slurred or imprecise 1 2 3 4 5 6 7 Precise

5. Voice Pleasantness: Was the voice you heard pleasant to listen to?

Very unpleasant 1 2 3 4 5 6 7 Very pleasant

6. Voice Naturalness: Did the voice sound natural?

Very unnatural 1 2 3 4 5 6 7 Very natural

7. Humanlike Voice: To what extent did this voice sound like a human?

Nothing like a human 1 2 3 4 5 6 7 Just like a human

8. Voice Quality: Did the voice sound harsh, raspy, or strained?

Significantly harsh/raspy 1 2 3 4 5 6 7 Normal quality

9. Rhythm: Did the rhythm of the speech sound natural?

Unnatural or mechanical 1 2 3 4 5 6 7 Natural rhythm

10. Intonation: Did the intonation pattern of sentences sound smooth and natural?

Abrupt or abnormal 1 2 3 4 5 6 7 Smooth or natural
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E.2 List of proposed features
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E.3 Mean and Standard Deviation of proposed features

Table E.1 List of energy, spectral and voicing related LLD with higher significant differences (Mann-Whitney test with p-value < 0.001) extracted from
CMU Models.

Features CMU-ORIG CMU-HMM CMU-CLU CMU-DNN CMU-USS
Loudness 0.928(0.357) 0.493(0.271) 0.941(0.323) 0.901(0.301) 0.949(0.367)
Pitch 189.846(58.557) 177.862(54.412) 190.084(50.226) 195.95(49.16) 191.45(59.846)
ZCR 0.12(0.068) 0.116(0.071) 0.138(0.072) 0.153(0.061) 0.121(0.066)
Psychoacoustic 0.735(0.315) 0.675(0.366) 0.751(0.354) 0.661(0.309) 0.74(0.317)
SBE (250-650Hz) 0.167(0.212) 0.034(0.075) 0.18(0.196) 0.106(0.123) 0.174(0.219)
SBE (1-4kHz) 0.531(0.534) 0.774(1.395) 1.12(1.411) 0.513(0.433) 0.547(0.533)
Spectral RoP (25%) 549.92(390.44) 546.939(459.566) 617.074(465.084) 489.775(367.398) 553.259(395.93)
Spectral RoP (50%) 764.013(531.252) 745.427(593.635) 826.697(590.666) 689.095(507.645) 767.385(535.296)
Spectral RoP (75%) 1085.537(673.674) 1024.764(717.245) 1140.971(689.706) 949.431(638.214) 1093.503(679.087)
Spectral RoP (90%) 1636.698(832.379) 1430.282(850.404) 1687.207(817.161) 1427.826(794.101) 1651.614(835.86)
Spectral Entropy 3.568(0.608) 3.159(0.656) 3.354(0.666) 3.694(0.558) 3.588(0.601)
Spectral Flatness 0.026(0.028) 0.021(0.018) 0.02(0.016) 0.027(0.029) 0.026(0.026)
Spectral Flux 0.301(0.141) 0.23(0.179) 0.327(0.119) 0.254(0.098) 0.308(0.145)
Spectral Harmonicity 0.538(0.428) 0.57(0.851) 0.787(0.702) 0.483(0.294) 0.555(0.437)
Spectral Kurtosis 112.341(126.046) 566.286(673.203) 399.782(506.024) 77.504(52.36) 103.187(117.85)
Spectral Skewness 5.659(2.65) 10.649(6.05) 8.961(5.423) 5.181(1.7) 5.437(2.581)
Spectral Variance 826464.878(590285.4) 704440.492(542941.897) 851551.758(456434.595) 714205.123(547582.003) 827666.929(585041.665)
MFCC-1 17.984(8.107) 19.397(8.795) 15.42(7.795) 21.067(7.558) 17.913(8.206)
MFCC-2 0.065(11.858) 7.013(10.86) 7.14(12.056) 2.313(10.745) -0.432(11.988)
MFCC-3 12.021(10.754) 20.412(10.581) 23.296(12.214) 15.266(10.518) 12.076(10.926)
MFCC-4 -29.6(11.69784) -22.061(11.268) -31.4(10.412) -27.813(9.85) -30.14(11.787)
MFCC-5 -5.357(11.702) -5.254(14.128) -2.237(13.524) -3.138(10.478) -5.326(11.935)
MFCC-6 -20.551(10.415) -17.477(10.95) -15.807(10.614) -16.591(7.97) -20.362(10.666)
MFCC-7 2.262(9.333) 1.95(11.248) 3.764(11.089) 6.62(7.842) 2.403(9.366)
MFCC-8 -17.778(12.184) -14.772(14.132) -28.624(12.385) -15.043(9.803) -17.984(12.266)
MFCC-9 -12.121(10.336) -11.277(9.965) -17.162(10.314) -8.268(7.246) -11.995(10.265)
MFCC-10 -13.638(8.617) -9.795(9.878) -9.329(8.849) -10.08(7.061) -13.539(8.655)
MFCC-11 -17.679(8.497) -17.52(9.103) -25.008(9.069) -15.704(5.811) -17.836(8.439)
MFCC-12 -7.536(6.94) -6.194(7.353) -8.836(6.534) -4.823(4.682) -7.477(6.897)
MFCC-13 -5.868(6.671) -7.378(7.056) -12.476(6.279) -5.546(4.769) -6.075(6.685)
MFCC-14 -9.737(7.652) -10.244(7.088) -11.126(6.687) -11.054(5.919) -9.789(7.703)
MFCC-15 -1.568(6.676) -2.846(5.754) -2.959(5.676) -2.471(5.291) -1.559(6.69)
MFCC-16 -3.062(6.853) -4.2(5.938) -5.982(6.032) -3.686(6.677) -3.1(6.941)
Jitter Local 0.027(0.018) 0.032(0.021) 0.028(0.019) 0.025(0.017) 0.027(0.018)
Jitter δ 0.021(0.017) 0.027(0.02) 0.022(0.015) 0.02(0.014) 0.021(0.016)
Shimmer 0.119(0.069) 0.151(0.063) 0.117(0.055) 0.108(0.057) 0.117(0.069)
logHNR -11.898(26.177) -17.219(25.124) -11.141(23.251) -6.326(24.317) -11.241(25.883)
Voicing Probability 0.747(0.093) 0.665(0.135) 0.735(0.089) 0.757(0.085) 0.748(0.092)
Delta Regression Coefficient
Loudness 0.034(0.049) 0.017(0.029) 0.037(0.046) 0.035(0.049) 0.033(0.051)
Pitch -0.013(0.177) 0.035(0.25) -0.043(0.17) -0.006(0.162) -0.01(0.24)
ZCR 0.001(0.007) 0.001(0.006) 0.001(0.006) 0.002(0.007) 0.001(0.007)
Psychoacoustic 0.009(0.029) 0.008(0.033) 0.008(0.029) 0.008(0.029) 0.007(0.032)
SBE (250-650Hz) 0.026(0.065) 0.072(0.218) 0.087(0.198) 0.031(0.062) 0.026(0.071)
SBE (1-4kHz) 0.011(0.025) 0.001(0.01) 0.014(0.022) 0.008(0.015) 0.01(0.025)
Spectral RoP (25%) 5.794(35.02) 6.033(42.642) 5.079(33.626) 5.6(31.318) 3.251(39.344)
Spectral RoP (50%) 7.46(46.951) 9.008(54.519) 5.231(47.568) 6.539(45.965) 4.399(53.784)
Spectral RoP (75%) 15.448(70.025) 12.917(67.402) 10.522(65.88) 9.95(63.904) 11.111(74.488)
Spectral RoP (90%) 29.484(98.193) 18.504(82.0) 25.717(88.817) 24.234(93.212) 25.029(99.05)
Spectral Entropy 0.019(0.077) 0.015(0.067) 0.026(0.072) 0.017(0.078) 0.013(0.083)
Spectral Flatness -0.0(0.003) -0.0(0.002) 0.0(0.002) -0.0(0.003) -0.001(0.003)
Spectral Flux 0.014(0.017) 0.011(0.018) 0.015(0.017) 0.012(0.016) 0.014(0.018)
Spectral Harmonicity 0.027(0.053) 0.035(0.117) 0.056(0.105) 0.026(0.045) 0.027(0.057)
Spectral Kurtosis -11.29(28.329) -44.667(120.56) -50.201(108.855) -7.172(12.026) -8.937(27.565)
Spectral Skewness -0.276(0.529) -0.449(0.978) -0.687(1.079) -0.216(0.343) -0.217(0.494)
Spectral Variance 5041.472(68175.251) 1366.077(53727.963) 6485.618(57914.734) 4294.615(59976.578) 2485.657(68440.089)
MFCC-1 -0.162(0.857) -0.096(0.78) -0.157(0.757) -0.126(0.787) -0.125(0.87)
MFCC-2 -0.814(1.324) -0.759(1.075) -0.923(1.287) -0.762(1.207) -0.759(1.283)
MFCC-3 0.173(1.154) 0.268(1.048) 0.378(1.323) 0.185(1.129) 0.224(1.161)
MFCC-4 -1.187(1.725) -1.34(1.655) -1.241(1.905) -1.182(1.613) -1.18(1.767)
MFCC-5 -0.372(1.107) -0.745(1.303) -0.306(1.326) -0.278(1.018) -0.433(1.167)
MFCC-6 -0.344(1.189) -0.594(1.164) -0.304(1.109) -0.32(1.039) -0.398(1.273)
MFCC-7 0.151(1.084) 0.056(1.245) 0.11(1.172) 0.315(0.99) 0.106(1.084)
MFCC-8 -0.305(1.222) -0.486(1.359) -0.342(1.178) -0.192(0.946) -0.336(1.284)
MFCC-9 0.011(0.946) -0.162(0.957) 0.028(0.869) 0.04(0.742) -0.055(1.006)
MFCC-10 -0.027(0.967) 0.134(1.122) 0.111(0.905) 0.042(0.787) -0.092(0.993)
MFCC-11 -0.365(1.009) -0.549(1.156) -0.563(1.168) -0.304(0.787) -0.427(1.126)
MFCC-12 0.113(0.799) 0.113(0.836) 0.064(0.683) 0.124(0.567) 0.115(0.84)
MFCC-13 -0.177(0.789) -0.198(0.806) -0.306(0.793) -0.106(0.552) -0.222(0.818)
MFCC-14 -0.028(0.794) 0.003(0.768) -0.112(0.682) 0.068(0.603) -0.026(0.829)
MFCC-15 0.189(0.715) 0.246(0.65) 0.024(0.612) 0.189(0.61) 0.192(0.717)
MFCC-16 0.148(0.67) 0.123(0.519) 0.041(0.581) 0.201(0.597) 0.139(0.666)
Jitter Local -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0)
Jitter δ -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0)
Shimmer -0.001(0.002) -0.001(0.001) -0.001(0.001) -0.001(0.002) -0.001(0.002)
logHNR 0.344(0.579) 0.431(0.685) 0.364(0.618) 0.364(0.612) 0.369(0.637)
Voicing Probability 0.001(0.002) 0.001(0.001) 0.001(0.002) 0.001(0.002) 0.001(0.002)

† Values in the table p(q): p is mean and q is standard deviation.
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Table E.2 List of energy, spectral and voicing related LLD with higher significant differences (Mann-Whitney test with p-value < 0.001) extracted from
IITM Models.

Features IITM-ORIG IITM-HMM IITM-CLU IITM-DNN IITM-USS
Loudness 0.933(0.333) 0.214(0.22) 0.791(0.267) 0.702(0.229) 0.935(0.344)
Pitch 144.929(42.978) 129.166(50.364) 147.55(35.355) 152.438(35.798) 143.915(44.946)
ZCR 0.091(0.069) 0.138(0.128) 0.105(0.083) 0.106(0.063) 0.097(0.085)
Psychoacoustic 0.575(0.345) 0.639(0.507) 0.571(0.417) 0.512(0.319) 0.601(0.39)
SBE (250-650Hz) 0.137(0.229) 0.007(0.033) 0.078(0.124) 0.038(0.055) 0.135(0.225)
SBE (1-4kHz) 1.235(1.172) 0.231(0.599) 0.699(0.603) 0.612(0.598) 1.248(1.219)
Spectral RoP (25%) 416.465(403.216) 556.676(653.426) 523.102(575.106) 349.795(340.146) 446.972(460.493)
Spectral RoP (50%) 647.327(573.393) 741.511(790.355) 667.073(671.919) 564.128(525.653) 679.266(631.079)
Spectral RoP (75%) 887.55(704.026) 990.923(916.845) 875.938(757.728) 808.429(664.781) 928.321(774.689)
Spectral RoP (90%) 1148.045(813.453) 1290.936(1030.263) 1137.642(846.096) 1060.082(785.361) 1199.592(899.657)
Spectral Entropy 3.34(0.607) 3.941(3.235) 2.924(0.661) 3.468(0.557) 3.406(1.061)
Spectral Flatness 0.019(0.023) 0.029(0.036) 0.015(0.015) 0.02(0.025) 0.025(0.034)
Spectral Flux 0.384(0.133) 0.121(0.18) 0.374(0.092) 0.246(0.08) 0.392(0.14)
Spectral Harmonicity 1.125(0.792) 0.283(0.62) 1.291(0.733) 0.632(0.427) 1.124(0.82)
Spectral Kurtosis 249.573(299.59) 752.832(896.929) 920.961(843.221) 133.844(87.203) 249.273(297.609)
Spectral Skewness 7.534(3.592) 11.81(7.577) 14.146(6.799) 6.105(2.227) 7.521(3.654)
Spectral Variance 545891.893(633018.486) 583248.296(572941.533) 500377.55(460000.119) 522455.593(642910.764) 585230.444(687909.473)
MFCC-1 -3.676(7.893) -4.202(7.718) -1.289(7.548) -2.181(6.703) -2.806(7.822)
MFCC-2 -11.097(7.698) -11.854(7.382) -14.515(7.109) -10.453(6.43) -12.139(7.925)
MFCC-3 -1.757(6.1) -2.064(6.263) -2.561(5.806) -0.759(4.51) -0.793(6.259)
MFCC-4 -6.387(6.493) -7.025(5.494) -9.837(4.279) -6.822(4.395) -7.282(6.656)
MFCC-5 -8.329(4.691) -8.771(4.698) -9.783(3.688) -7.922(3.322) -7.62(4.763)
MFCC-6 -2.595(4.911) -3.774(4.61) -2.682(3.758) -2.359(3.716) -3.289(5.037)
MFCC-7 -5.71(3.868) -5.352(3.681) -8.706(2.911) -5.099(2.689) -5.23(3.949)
MFCC-8 30.664(9.408) 27.029(11.666) 28.457(9.285) 32.607(9.313) 30.277(9.8)
MFCC-9 9.066(10.791) 14.853(9.749) 18.539(9.869) 10.361(10.13) 9.347(10.98)
MFCC-10 21.464(14.216) 22.136(13.05) 31.242(14.303) 23.428(13.079) 20.701(14.049)
MFCC-11 -10.279(9.379) -2.461(8.893) -4.812(9.465) -10.543(8.732) -9.704(9.578)
MFCC-12 -3.501(12.277) -3.188(11.76) -0.467(12.444) -4.281(11.62) -4.611(12.28)
MFCC-13 -8.022(10.179) -2.722(9.084) 2.398(8.8) -8.178(8.576) -7.187(10.066)
MFCC-14 -11.167(10.263) -10.118(10.197) -10.329(9.315) -10.401(9.167) -12.138(10.627)
MFCC-15 -9.193(10.985) -6.274(11.45) -15.187(10.131) -7.568(9.346) -8.257(10.907)
MFCC-16 -2.681(7.758) -2.273(7.313) -2.835(6.572) 0.14(5.53) -3.816(7.778)
Jitter Local 0.027(0.019) 0.025(0.019) 0.026(0.018) 0.027(0.018) 0.026(0.02)
Jitter δ 0.019(0.015) 0.019(0.015) 0.02(0.014) 0.02(0.014) 0.019(0.015)
Shimmer 0.125(0.077) 0.136(0.075) 0.129(0.073) 0.129(0.073) 0.123(0.082)
logHNR -12.758(24.937) -22.267(30.073) -9.299(23.156) -5.855(23.354) -13.502(25.825)
Voicing Probability 0.74(0.063) 0.575(0.199) 0.727(0.065) 0.742(0.061) 0.735(0.077)
Delta Regression Coefficient
Loudness 0.016(0.041) 0.003(0.014) 0.017(0.036) 0.018(0.032) 0.014(0.043)
Pitch -0.011(0.158) -0.016(0.142) -0.006(0.102) 0.004(0.132) -0.012(0.175)
ZCR -0.001(0.007) -0.003(0.015) -0.001(0.008) -0.001(0.007) -0.001(0.009th)
Psychoacoustic -0.006(0.043) -0.004(0.052) -0.005(0.046) -0.003(0.035) -0.007(0.052)
SBE (250-650Hz) 0.045(0.125) 0.003(0.077) 0.025(0.058) 0.025(0.06) 0.04(0.128)
SBE (1-4kHz) 0.002(0.015) -0.0(0.002) 0.002(0.008) 0.001(0.004) 0.001(0.015)
Spectral RoP (25%) -3.477(48.017) -0.97(66.794) -4.59(65.679) 1.047(34.684) -4.09(57.324)
Spectral RoP (50%) -9.793(75.282) -5.529(81.444) -9.218(78.358) -3.806(58.004) -10.597(87.561)
Spectral RoP (75%) -15.591(94.749) -9.714(97.837) -11.8(89.281) -9.609(78.935) -17.143(113.164)
Spectral RoP (90%) -23.798(117.348) -17.316(118.285) -17.79(109.665) -17.261(100.19) -26.042(139.286)
Spectral Entropy -0.022(0.105) -0.071(0.56) -0.02(0.094) -0.018(0.089) -0.017(0.409)
Spectral Flatness -0.001(0.004) -0.001(0.005) -0.001(0.003) -0.001(0.004) -0.001(0.007)
Spectral Flux 0.011(0.02) 0.003(0.012) 0.012(0.016) 0.009(0.013) 0.013(0.022)
Spectral Harmonicity 0.034(0.085) 0.005(0.061) 0.033(0.077) 0.022(0.048) 0.03(0.087)
Spectral Kurtosis -11.79(50.375) -40.324(151.476) -60.341(152.776) -4.375(14.86) -11.972(54.28)
Spectral Skewness -0.074(0.59) -0.311(1.187) -0.383(1.104) -0.027(0.346) -0.059(0.629)
Spectral Variance -19239.046(83399.575) -22105.093(77133.873) -13669.214(61738.218) -15245.709(75744.255) -22135.78(101462.362)
MFCC-1 0.308(1.114) 0.374(1.207) 0.305(1.094) 0.298(1.023) 0.3(1.196)
MFCC-2 -0.115(1.125) -0.109(1.007) -0.145(1.008) -0.092(1.02) -0.113(1.187)
MFCC-3 0.448(1.314) 0.494(1.284) 0.51(1.341) 0.501(1.23) 0.458(1.406)
MFCC-4 -0.565(1.425) -0.497(1.411) -0.549(1.437) -0.758(1.28) -0.505(1.454)
MFCC-5 -0.498(1.157) -0.588(1.172) -0.473(1.148) -0.405(1.045) -0.495(1.199)
MFCC-6 -0.036(1.042) -0.096(0.967) 0.069(0.915) -0.086(0.919) -0.063(1.153)
MFCC-7 -0.351(1.179) -0.421(1.14) -0.387(1.058) -0.363(1.01) -0.351(1.245)
MFCC-8 -0.22(1.05) -0.214(1.101) -0.208(0.938) -0.182(0.874) -0.187(1.101)
MFCC-9 -0.033(0.909) 0.12(0.859) 0.17(0.744) -0.034(0.645) -0.015(0.939)
MFCC-10 -0.018(0.898) -0.067(0.876) 0.032(0.84) 0.073(0.735) -0.03(0.935)
MFCC-11 -0.371(0.988) -0.325(0.894) -0.345(0.932) -0.318(0.781) -0.367(1.062)
MFCC-12 0.062(0.741) 0.094(0.712) 0.136(0.62) 0.082(0.532) 0.07(0.807)
MFCC-13 -0.071(0.736) -0.043(0.637) -0.031(0.489) -0.106(0.535) -0.057(0.762)
MFCC-14 -0.219(0.681) -0.311(0.691) -0.199(0.572) -0.167(0.488) -0.216(0.687)
MFCC-15 -0.065(0.58) -0.086(0.595) -0.017(0.434) -0.089(0.431) -0.064(0.622)
MFCC-16 -0.069(0.482) -0.124(0.481) -0.091(0.345) -0.099(0.348) -0.074(0.511)
Jitter Local -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0)
Jitter δ -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0) -0.0(0.0)
Shimmer -0.001(0.002) -0.001(0.002) -0.001(0.002) -0.001(0.002) -0.001(0.002)
logHNR 0.336(0.613) 0.515(0.858) 0.363(0.633) 0.342(0.612) 0.352(0.656)
Voicing Probability 0.001(0.002) 0.0(0.001) 0.001(0.002) 0.001(0.002) 0.001(0.002)

† Values in the table p(q): p is mean and q is standard deviation.
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